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An Analysis of the Cost Structure of Food Industries in
Pakistan: An Application of the Translog Cost Function

Sajid Hussain,” Uzma Nisar” and Waseem Akram™"

Abstract

Given the importance of food industries in Pakistan, this study analyzes their
cost structure by estimating the transcendental logarithmic cost function. The study
also considers elasticity of substitution along with own-price elasticity and cross-price
elasticity. Four factor inputs, i.e., labor, capital, energy, and materials, are used to
estimate the cost function. The results indicate that materials account for the highest
share of the cost. The elasticity of substitution of materials for capital and energy is
also weak. The own-price elasticities indicate that the demand for materials is least
responsive to a change in its own price while the demand for other inputs varies with
price. The cross-price elasticities show that labor, capital and energy are substitutes for
each other. The output elasticity of cost demonstrates the presence of economies of scale.

Keywords: Translog cost function, elasticity of substitution, cross-price
elasticity, Allen’s partial elasticity.

JEL Classification: D24, Q11.
1. Introduction

Pakistan’s manufacturing sector plays an important role in the
country’s economic development, having contributed 13.5-13.8 percent to
GDP during the last decade. Large-scale manufacturing has a 78 percent
share in manufacturing and a 10.2 percent share in GDP. The food-
processing sector contributes 12.37 percent of the total gross value addition
of large-scale manufacturing (Pakistan, Ministry of Finance, 2019). Along
with value addition, this sector also procures and processes enough food to
meet the demand of the country. This makes it essential to identify the
underlying factors involved in food production so that the social planners
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can find a balance among the factor inputs—such as labor, capital and
energy— required. It is also important from the perspective of a developing
country with an abundance of labor and a dearth of capital.

A better understanding of the food sector’s cost structure can help
reduce the cost of production and maximize output. Input price
responsiveness and substitutability among inputs can also enable a better
understanding of the optimal factor inputs. Accordingly, this study analyzes
the cost structure of food industries in Pakistan and computes the elasticities
of substitution among factor inputs, own-price elasticities, and cross-price
elasticities.

Single-output production functions can take a variety of functional
forms. The most widely used is the Cobb-Douglas production function,
which works under certain restrictions: it is homogeneous of degree 1 and
elasticities of substitutions (ES) are restricted to 1. ES measures the
percentage change in factor proportions due to a one-percent change in their
relative prices (Banda & Verdugo, 2007). In contrast, the constant elasticity
of substitution (CES) production function allows the elasticity of substitution
to vary between 0 and infinity. However, the ES remains constant at various
levels of outputs and inputs.

A difficulty in using CES is that we cannot compute the ES for more
than two inputs (McFadden, 1963). Diewert (1971) introduced a functional
form that incorporates N inputs and permits the ES to change at varying
levels of inputs. Christensen, Jorgenson and Lau (1973) developed a more
flexible functional form known as the translog production function. This
allows many inputs and varying ES for different combinations of inputs and
imposes no prior restrictions on the function. It is possible to compute
homogeneity, homotheticity, CES, and variable elasticity of substitution
(VES) using the translog function through appropriate restrictions. We have
therefore analyzed cost structure by estimating the translog cost function for
Pakistan’s food industry. The findings indicate that materials have the
highest share in the cost structure. The ES of material for labor and for capital
is also low. The own-price elasticities indicate that the demand for materials
is least responsive to a change in its own price, while demand for other
inputs varies with price. The cross-price elasticities show that labor, capital
and energy are substitutes for each other. The output elasticity of cost
demonstrates the presence of economies of scale.

The rest of the article proceeds as follows: Section 2 discusses
relevant studies in the literature and their findings. Section 3 describes the
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methods used to estimate the translog cost function and different types of
elasticities. It also discusses the data and defines the variables used for the
analysis. Section 4 presents and discusses the study’s results. Section 5
concludes the study and discusses policy implications.

2. Literature Review

Costantini and Paglialunga (2014) conduct a comprehensive study of
the cost structure of 10 manufacturing sectors in 21 OECD economies. The
study aims to probe the factors affecting cost and focuses on measuring
energy-output and capital-energy substitution over the period 1970-2008.
They employ the translog production (KLEM) function and compute Allen
elasticity of substitution (AES) for different subperiods to analyze the
transition over time. The capital-energy substitution is lower than 1 and
differs by sector. It remains consistent in subperiods for the food sector only,
while the textiles (0.44 and 0.47) and wood sectors (0.13 and 0.16) increase
over time. Some industries follow U-shaped trends over time.

Berndt and Wood (1975) study the possibility of substitution between
energy and nonenergy inputs in US manufacturing. The translog cost
function is estimated using time-series data (1947-71). They use an iterative
three-stage least squares estimator. Own-price and cross-price elasticity are
also estimated for energy. The results indicate that energy is own-price-elastic
(-0.47), and that energy and labor are slightly substitutable (0.65). The cross-
price elasticity between energy and labor, and labor and capital, is relatively
small (0.18 and 0.05, respectively). It is evident that energy and capital are
complementary since the elasticity of substitution is —3.2. Krishnapillai and
Thompson (2012) also study the translog production function for the US
manufacturing industry. They estimate own-price elasticity, cross-price
elasticity, and Morishma elasticity of substitution using cross-section data for
2007. The study finds that capital, labor, and electricity are substitutes for
each other, but electricity is a weaker substitute for labor and capital, and
labor and capital are stronger substitutes for electricity. Erickson et al. (2003)
estimate the US agriculture sector’s translog cost function. The study uses
time-series data to estimate static and dynamic functions. The short-run and
long-run cost functions are estimated using concentrated maximum
likelihood estimation. The AES is computed to determine substitutability.
For inputs and capital, capital and labor, and inputs and labor, the AES is
0.52, -0.58 and 0.489, respectively. The study concludes that static long-run
results are not consistent with the concavity restriction, while the dynamic
model obeys production theory.
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The translog cost function for Mexican manufacturing is estimated
by Banda and Verdugo (2007), who compute own-price elasticity, cross-
price elasticity and the ES of input demand. They also estimate economies of
scale and the average cost function. The study uses the full information
maximum likelihood method to analyze cross-section data for three
different years (1996, 2000, and 2003), based on four inputs—labor, capital,
electricity and transport. The Allen-Uzawa elasticity is estimated to check
for substitutability among inputs. The study concludes that there are
substitutable alternatives between considered inputs. Sterner (1989) also
examines ES and factor demand for the Mexican manufacturing industry.
The study uses data for a four-yearly census for 1968-81, which covers all
the major industries. The average price elasticity of capital (-0.2) and
material (-0.3) are least elastic among the five inputs, while the value is more
elastic for labor (-0.5), fuel (-0.6), and electricity (-0.4).

Abdullah and Osman-Rani (1989) measure the AES using the
translog cost function. The AES is calculated at mean-cost-share. The study’s
primary objective is to estimate the ES between labor and capital in the
Malaysian manufacturing industry. A study to compute the ES for the years
1968, 1989, and 1984 shows that there is limited evidence of substitutability
between labor and capital for Malaysian manufacturing industries.

Khalil (2005) estimates the translog cost function for the Jordanian
manufacturing industry, using cross-sectional data for 2002. The study
utilizes cost-shares, factor inputs, factor prices, and output and uses the
iterative Zellner-efficient technique to achieve its objective. The results show
that the Allen partial ES is constant but significant. The substitutability
between capital and materials and between labor and materials is less than
the substitutability for capital-labor. Heshmati and Haouas (2013)
investigate scale economies in Tunisian industries, using time-series data
and considering the restriction of increasing returns to scale and imperfect
competition. Estimating a translog cost function, their results indicate that
most industrial sectors have increasing returns to scale.

Kemal (1981) computes the ES between labor and capital for
Pakistan’s manufacturing sector. This study employs data from the Census
of Manufacturing Industries (CMI) for Pakistan. The iterative maximum
likelihood technique is used to calculate estimates. The ES between capital
and labor is limited in most industries when computed through the VES
model, and is significant for only three of sixteen industries in the case of the
CES model. The study also provides a comparison of ES among the
manufacturing sectors of different countries. The ES for Argentina’s
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manufacturing sector is lower than that of Pakistan, while the ES for Chile
and Israel is higher.

Chishti and Mahmood (1991) estimate energy demand for the
industrial sector in Pakistan, including price and substitution elasticities
between energy and nonenergy inputs. The study uses aggregate-level data
for 1960-80. The translog production function is estimated using Zellner’s
iterative procedure for the cost equation. The results show that the ES
between energy and employment is high, while the substitutability between
employment and capital is limited. The ES between energy and capital is
negative. These results indicate that the higher price of energy negatively
affects investment in capital goods.

Zafar and Ahmed (2005) discuss allocative efficiency and ES in the
manufacturing sector in Pakistan. They focus on the sector’s cost structure
and employ the translog cost function, using the CMI. The study uses the
iterative Zellner-efficient technique to compute the parameters, and finds
that raw materials contribute 85 percent to total cost. The results further
indicate that the intensity of labor use decreases as the level of output
increases, whereas this is not true for capital and raw material. The
elasticities show that labor and raw material are substitutes while labor and
capital have a complementary relationship.

Mahmood, Ghani and Din (2006) investigate the efficiency of large-
scale manufacturing industries in Pakistan, using cross-sectional data for
1995/96 and 2000/01 and applying the stochastic production frontier
approach. The results show that most industrial groups gained technical
efficiency while some industries faced a deterioration in efficiency. Several
factors may have caused this decline in firms’ technical efficiency, including
external competition and the trade policy environment.

The literature review above discusses studies on the agriculture and
industrial sectors of different countries. Meta-analyses, like Costantini and
Paglialunga (2014) for 21 OECD economies, and another by Berndt and
Wood (1975) show weaker substitutability between energy and capital and
between energy and labor. Similarly, Krishnapillai and Thompson (2012)
have shown that electricity is a weaker substitute for labor and capital. In the
case of the US agriculture sector, Erickson et al. (2003) demonstrate
complementarity between capital and labor. Abdullah and Osman-Rani
(1989) show limited capital and labor substitutability for Malaysia’s
industrial sector. For the Jordanian economy, Khalil (2005) finds relatively
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greater substitutability between labor and capital than between labor and
material, and capital and material.

Like other developing countries, Pakistan has scarce capital and
materials, but abundant labor (Zafar & Ahmed, 2005), and inadequate energy.
Rushdi (1982) focuses on material and energy in a study of ES. ES has an
interesting relationship with the type of data used to compute it—time-series
data always yields a lower value than cross-section data (Kemal, 1981). This
could be a result of cyclical phenomena and simultaneity between inputs and
outputs (Kemal, 1981), while the ES between capital and labor remains limited
(Diwan & Gujarati, 1968; U. A. Kazi, 1980). Zafar and Ahmed (2005) find a
negative ES between labor and capital. However, this was statistically
insignificant.

Studies on Pakistan’s industrial sector by Kemal (1981) and Zafar
and Ahmed (2005) show limited substitutability between labor and capital,
while Chishti and Mahmood (1991) find a stronger ES between energy and
employment.

Battese and Malik (1987) estimate the ES for selected manufacturing
industries in Pakistan and compare their estimates with those of previous
studies, claiming that their weighted least squares analysis yields more
precise results of elasticities than S. Kazi et al. (1976) and Kazmi (1981), as
both these studies use ordinary least squares (OLS) regression. Battese and
Malik (1987) estimate that the ES between labor and capital is 1.31 for all
industries. A further classified analysis shows that the ES for food
industries is 1.38, assuming constant returns to scale (CRS). Thus, the
literature suggests that the substitutability between labor and capital is not
as strong in Pakistan’s food processing industries.

3. Data and Methodology

This section describes the data and variable used and specifies the
estimation model.

3.1. Data and Variables

The data used was obtained from the Pakistan Bureau of Statistics,
specifically the five-yearly CMIL. We have used the CMI 2005/06 for data for
the food, beverages and tobacco sectors. The CMI provides microdata on all
industrial units within these sectors.
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The variables used are the price of labor, the price of capital, the price
of energy, the price of material, and total output. Capital comprises total
land area, dwellings, structures other than dwellings (buildings for
machinery installation, etc.), machinery and equipment, and intellectual
property as of 30 June every year. Depreciation is deducted from gross
capital to calculate net capital. The total cost of capital is the sum of
depreciation and opportunity cost. The opportunity cost is the best
alternative forgone, which is considered the loss of interest earned. The CMI
2005/06 provides the amount of net capital as on 1 July 2005. The cost of
capital or the price of capital (Py) is computed using the following
formulation:

C, =K*(r+9) (1

where K is the amount of capital, 7 is the real interest rate, and 4 is the rate
of depreciation. The real interest rate for 2005/06 was 1.91 percent (Pakistan,
Ministry of Finance, 2006). The CMI 2005/06 also provides the amount of
depreciation, but about 45 percent of the observations are missing.
Therefore, we calculate the amount of depreciation for different capital
goods at the prescribed rates. The Federal Board of Revenue (2014) provides
the rates of depreciation for different types of assets (Table 1).

Table 1: Rate of asset depreciation

Machinery and Buildings Furniture Office equipment
equipment
15% 10% 15% 30%

After calculating depreciation, the total user cost of capital is
calculated using equation (1). The per-unit cost of capital is calculated by
dividing the total user cost of capital by the total amount of capital:

P, =C, /K )

Energy represents the consumption of gas, fuels and electricity by a
firm during the year 2005/06. The CMI 2005/06 provides information on
quantities used and expenditures made on petrol, diesel, gas and electricity
separately. Since the energy used by firms falls under different categories
and units of measurement, the price of each category of energy fuel is
calculated by dividing cost by quantity. For the translog cost function, one
price index is required. This price index is calculated through the weighted
price of each energy type. The individual price is weighted by share of cost:
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Po=2 PRi*S, = 3)
where P, C, and S represent price, cost, and share of cost for petrol, diesel,
gas, electricity, and other.

Material includes all inputs and raw material used during the year
2005/06. The variable is constructed similarly on the basis of cost-shares.
Different materials with varying units of measurement are not weighted
equally. Since the per-unit prices of a material with the lowest share of the
total material cost and a material with a larger share of cost are not equally
important, the price of each material input is weighted by its share of the
total material cost:

P,=> P *Smiz‘=]‘ (4)

Labor comprises regular employees, casual employees, contractual
employees, family members, and partners. Labor cost is the sum of all
payments to these workers.

The CMI 2005/06 dataset contains information on the total number
of days a firm operated, the average number of shifts per day, and the
average number of employees differentiated by gender and by category—
production workers, nonproduction workers, unpaid/paid family
members, and active partners—for every production unit. This information
is provided quarterly. The payment made against labor is annual and
categorized by wages and salaries, other cash payments and payments in
kind, and by labor type (production workers, nonproduction workers,
unpaid/paid family members, and active partners).

The CMI 2005/06 segregates output into two categories: (i) main
production activities and (ii) other activities. The dataset provides the value
of production during FY2005/06 for each product.

3.2. Model Specification and Estimation

Our objective is to estimate cost as a function of factor prices and
output. Both factor prices and output have a direct effect on total cost. The
functional relationship is given below:
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Various functional forms have been developed to estimate the cost
function. The functional form most commonly used is the transcendental
logarithmic (translog) form developed by Christensen et al. (1973), which we
use here for its flexibility and ease of computation.

The KLEM model is given below:

IhC=a,+a,InQ+a P, +a InF’l+aelnPe+amlnPm+}561,m(an)z+}éakk(lnPk)2

+ Ya,nP)’ +Ya nP) +Ya, (nP) + Yy, nR NP+ y NP P

+ 70 e MPINR + 757, MBI, + 75y, NRINP, + %5y, NP InPR,

+7N QNP +y,NQINP +y,NQINP, +y,INQINP, (6)

C Q K, L E, and M are cost, output, capital, labor, energy, and
material, respectively, while the o and y terms are the parameters of the
model. To estimate these parameters, we impose symmetry and linearity
restrictions on the model. According to Young’s theorem, cross-partial
derivatives are always equal.

oC ¢
PP, OP,0P,

,ii=K,L,E,M 7)

Linear homogeneity restrictions are imposed on equation (6) (Berndt
& Wood, 1975) as follows:

o +a +to,+a, =1

Y T 70 T Ve tVim =0

YtV t VetV m=0

}/ee+}/el+?/ek+}/em :O

7mm+7ml+7/mk+7me=0 (8)

Closely following Banda and Verdugo (2007), the following models
are estimated and tested for the significance for each category: (i)
unrestricted model, (ii) homothetic cost model, (iii) homogeneous cost
model, and (iv) CRS model. Next, we estimate models A1, B1 C1, and D1 by
imposing a unitary ES restriction on models A, B, C, and D.

A number of other restrictions can be imposed on the translog cost
function to identify the function’s form. This applies whether the function is
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unrestricted, homothetic, homogeneous in output, or CRS. If a cost function
is written as a separable function of factor prices and output, it is termed a
homothetic cost function. The necessary and sufficient condition for
homotheticity is:

7qi =0 (9)

A homothetic cost function becomes homogeneous in output if the
cost elasticity of output is invariant of production. For estimation purposes,
we impose the following restriction:

Yaqg = 0 (10)

When a homogeneous cost function is further restricted with a; = 1,
it becomes a CRS model. The translog cost function reduces to a Cobb-
Douglas function when the CRS is subject to the following restriction:

7i; =0 (11)

The factor share equation S; is the partial derivative for each factor
input (Shephard’s lemma). The sum of the shares is 1.

gllr:];:Sk:akJF?’qk'nQ“Lka'” P+7ahP +y . INP, +y,INP, +¢& (12)
g::gl =S, =, +y7,NQ+y, NP +y, NP +y., NP, +y,INP, +¢ (13)
j‘ll:ge =S, =, +7NQ+yy NP +7, NP +y NP, +y, NP +&,  (14)
;lrsm=3m=am+7qman+ymklnPk+ym,InP,+;/melnPe+ymm|an+gm (15)

We compute the Allen partial ES between inputs i and j using
Uzawa’s (1962) formulation. These are necessary to analyze the degree of
substitutability and complementarity between inputs, and are computed as
follows:
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AN

755 (16)

Own-price and cross-price elasticities can be calculated using the
following construction:

Yii

;i :?Si -1 (17)
Vij
Uij:S_Sj (18)
i andi # j

The cost elasticity of output is the percentage change in the cost of
production in response to a one-percent change in output. It is computed as
a partial derivative of the translog cost function for output:

oinC
olnqg

:aq+]/qq|nQ+quilnPi (19)

It is not possible to estimate the overall model because it yields
biased estimates due to the multicollinearity problem. This problem can,
however, be resolved through shared equations (12-15). The joint estimation
of shared equations along with the general model cannot be carried out
using OLS, and therefore, we use Zellner’s iterative technique (Banda &
Verdugo, 2007). Since the sum of shares is 1, the problem of singularity arises
(Zafar & Ahmed, 2005). This difficulty is resolved by dropping one of the
share equations (Christensen et al., 1973) and using only N — 1 share
equations in the estimation (Barten, 1969; Kmenta & Gilbert, 1968). Zellner’s
iterative estimates are invariant to which equation is dropped (Barten, 1969).

Among these eight models, one best-fit model is selected using
Akaike’s information criterion (AIC) and the Bayesian information criterion
(BIC). A model that produces fewer AIC indices is likely to be an adequate
best-fit model (Everitt, 1998). The index is computed as follows:

AIC =-2L_ +2m (20)

where m represents the number of parameters in the model and L,, is the
maximized log likelihood value.
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Next, we calculate the bordered Hessian determinant. A well-
behaved translog cost function must be concave. The cost function’s
concavity requires the bordered Hessian determinant to be negative
semidefinite, while all estimated cost-shares must be positive. One of the
limitations of the translog cost function is that it cannot assure global
concavity. The formulation of the bordered Hessian determinant is given
below (Segal, 2003):

Pkpe(7k9+skse) F’IPe(}/Ie+SISe) Pe2(79e+se(se _1)) Pmpe(}/me+smse)
1 1 1 1

L Pkpm(}/km +Sksm) Pmpl(yml +SmSI) Pmpe(}/me+smse) Prr?(ymm+sm(sm 71))_ (21)

o S s 5. 5.
P, R P, P.
S, 1 1 1 1
P sz(i’kkJrSk(sk_l)) Pkpl(}’kl +SKSI) PkPe(7ke+SkSe) PkPm(ykm+SkSm)
Hi=| & 1 1 1 1
R PkPI(}/kIJrSkSI) P|2(7||+S|(S|_1)) PIP9(7I5+SISE) Pmljl(}/ml+smsl)
s, 1 1 1 1
I3
Sm
P

3.2.1.  Zellner’s Iterative Estimation Technique

Using OLS, a single equation can be estimated efficiently, but it
produces inefficient and biased results for a system of equations. Zellner
developed a procedure to estimate a system of equations in 1962, based
on Aitken’s generalized least squares and is asymptotically efficient. The
procedure can be applied to microdata, cross-section data, and time-
series data.

Suppose we have M equations and T observations. This can be
written in equation form as:

Yo, = X,b, + 4, (22)

The matrix form is given below.

m H (23)

The disturbance is an MT x 1 matrix, which is computed as:
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r=> .0l (24)

where X represents the variance-covariance matrix of the disturbance vector,
2. is the variance matrix, and I represents a unit matrix of T x T order. T
represents time in the time-series data and assumes no autocorrelation
between disturbance terms. In cross-sectional data, T represents the number
of observations and follows the same assumptions.

The estimation procedure uses weighted deviations. In the presence
of heteroskedasticity, this weights the square of each deviation by the
reciprocal of its variance instead of giving equal weights as in the case of
OLS. In simple words, observations with a higher variance are given lower
weights. Therefore, this procedure generates asymptotically efficient results.

4. Results and Discussion

The total number of observations is 1,710. The mean cost-share of
labor, capital, energy, and material is 0.031, 0.026, 0.043, and 0.90,
respectively. Material has the largest share of total cost and the share of
capital is smallest. Manufacturers of cotton linter appear most frequently
(540) in the dataset. The cost-share relationship with output for all input
prices is presented in Figure 1 (see also Table 2). The cost-share of labor,
capital and energy fall as production rises. Conversely, the cost-share of
material increases as output rises.

Figure 1: Cost-shares of labor, capital, energy, and material
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Table 2: Descriptive statistics

Variable Obs. Mean SE Minimum Maximum
Price of capital 1,710 151.092 0.751 52 238.5806
Price of labor 1,710 282.1773 424 13.92157 895.5499
Price of material 1,710 18.04708 0.336 0.010754 64.88484
Price of energy 1,710 5.045733 0.0545 0.0009506 13.72417
Quantity 1,710 134,249.1 3,052.5 10 566,256
Total cost 1,710 130,756.8 3,003.899 493.5935 512,881

4.1. Results of Nonhomothetic Model

Table 3 presents the AIC and BIC values for eight models based on
the CMI 2005/06 data. Of these eight models, one model with no prior
restrictions represents the best-fit model for the data. This selection is based
on the AIC and BIC as the model with lower AIC and BIC values is the better
model (Everitt, 1998). The translog cost model is a well-behaved concave
function because the estimated input cost-shares are positive and the
bordered Hessian determinant is negative (Table 4).

Table 3: Model selection criteria

Criteria Model-A Model-B Model-C Model-D
AIC -21,221.95 -20,538.868 -20,512.214 -19,526.904
BIC -21,140.286 -20,473.537 -20,452.327 -19,472 461

Table 4: Symmetric bordered Hessian determinant

0
0.00045705 -0.00072799

|H|=(0.00025542 0.00192687 -0.00054347 =-0.000003
0.02365284 0.15858417 0.14690765 -2.2158804
0.08093242 0.02102324  1.1440833  5.4867258 0.04512649



An Analysis of the Cost Structure of Food Industries in Pakistan 15

Model-A is unrestricted and generates the lowest AIC value (-
21,221.95). Therefore, the nonhomothetic model best represents the cost
structure of the food, beverages and tobacco sectors in Pakistan for the year
2005/06. The CRS, homothetic and homogeneous structures are not true
representations of the cost structure of Pakistan’s food industries.

This section describes the results of the nonhomothetic model (Table
5). The estimates for nonhomotheticity (output-input i, i = K, L, E, M) and
nonhomogeneity (squared output) are statistically significant, thereby
endorsing the model selection criteria. The coefficients on output-input i
indicate a change in the use of input intensity resulting from a variation in
output (Zafar & Ahmed, 2005). The negative sign of the estimates indicates
a reduction in the factor input share as output rises. Here, the estimates for
nonhomotheticity with respect to capital, energy and labor are negative,
which means that the intensities of these inputs fall at higher levels of
output. The positive sign on the materials variable depicts the increasing
intensity of materials with an increase in output and greater cost-share. This
means that, to produce more food, beverages and tobacco items, firms need
more raw materials than they do capital, energy and labor.

Table 5: Estimates of nonhomothetic model

Variable Estimate  Variable Estimate Variable Estimate Variable Estimate
Material 0492136 Capital- 0.001567 Capital- -0.01197  Sq-energy  0.00206
energy material
t-value 30.07 t-value 4.57 t-value -40.88 t-value 5.25
Capital 0.126956 Labor- 0.001737  Output- -0.01432 Sq- 0.03549
energy labor material
t-value 15.61 t-value 5.11 t-value -23.76 t-value 43.13
Labor 0.143799  Output -0.07117  Output- -0.01804 Cons. 4.0775
energy
t-value 18.94 t-value -0.35 t-value -32.89 t-value 3.69
Energy 0.237196  Sq- output  0.043052 Output- -0.01162
capital
t-value 33.87 t-value 4.62 t-value -20.95
Sq-capital 0.003464 Material- -0.01817  Output- 0.043972
labor material
t-value 341 t-value -59.46  t-value 30.87
Sq-labor 0.009493 Material- -0.00536 Capital- 0.006936
energy labor
t-value 17.49 t-value -13.78  t-value 13.98

The demand for three inputs—capital, labor and energy—is fairly
low in this sector. This also indicates the reduced cost-shares of capital, labor
and energy at higher levels of output. These results support the
nonhomotheticity of the cost function. The parameters estimated for
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material-input i (i = K, L, E) are negative, which means that the demand and
cost-shares of labor, capital and energy decline as the price of material rises.
These estimates are consistent with that of nonhomotheticity. The fixed cost-
shares of each input are represented by labor, capital, energy, and materials.
The fixed cost-shares of material and energy are greater than that of capital
and labor due to energy crises and uncertainty in the supply of materials.
Energy crises compel firms to invest in energy production, while
inconsistent supplies encourage firms to stock more material inputs. On the
other hand, firms need not pay labor unnecessarily to bind them
contractually because high unemployment makes it easier to hire new,
qualified, and skilled workers.

The fixed cost-share of capital is lowest among the four inputs
because there are fewer capital-intensive industries. All other parameters, i,
j (i, =K L, E, M) in the cost-share equations are positive, which implies
expanding cost-shares of the four inputs as input prices rise. The price of
material is the largest contributor to the cost-share of material. All four cost-
share equations show positive second derivatives. Therefore, cost-shares
change in the direction of price and output changes.

4.2. Elasticities

The elasticities measured here are AES, cross-price elasticity, own-
price elasticity, and the cost elasticity of output. AES measures the
substitutability or complementarity between two factor inputs (Uzawa,
1962). This describes the degree of substitution or complementarity
between input factors and is measured in percentage terms. Specifically,
we define it as the ‘percentage change in factor proportion” in response to
a one-percent variation in their ‘relative prices’ (Banda & Verdugo, 2007).
A positive (negative) value of elasticity indicates substitution
(complementarity).

Cross-price elasticity is the percentage change in the quantity
demanded of a commodity as a result of a one-percent change in the price of
its substitute or complement, while own-price elasticity depicts the percentage
change in the quantity demanded of a good due to a one-percent variation in
its own price. The output elasticity of cost is defined as the responsiveness of
total cost resulting from a change in total output. It is also measured in
percentage terms and is the ratio of average cost to marginal cost. A small
value for the output elasticity of cost shows that the average cost lies above
the marginal cost and vice versa. The average cost curve declines while the
marginal cost curve has a positive slope (Besanko & Braeutigam, 2013).
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4.2.1. Own-Price Elasticities

Own-price elasticities are presented in Table 6. Own-price elasticities
and cost-shares have a very close relationship. An input that has a smaller
share of the total cost becomes more elastic and vice-versa. In this study,
material has a 90 percent share of the total cost and its own-price elasticity is
very low (-0.08663), while energy has a lower share of the total cost and its
elasticity approaches 1. Here, all four elasticities are negative, indicating a
negative relationship between the quantity demanded and own prices.
Capital and labor have marginal shares in the total cost and both inputs’
elasticities are significantly higher than the own-price elasticity of material.

Table 6: ES and own-price elasticities

ES Own-price elasticity

Variable Value of elasticity Variable Value of elasticity
Material-energy 0.8570 Labor -0.6510
Material-capital 0.4877 Capital -0.84029
Capital-energy 2.4578 Energy -0.9089
Material-labor 0.3233 Material -0.08663
Labor-capital 10.011

Labor-energy 2.4064

4.2.2. Elasticities of Substitution

Table 6 presents six values of ES between inputs. In the food sector,
there is a high level of substitution between labor and capital (10.011). This
indicates that labor is still important in the food sector and that, during a
shortage of capital, labor is a good alternative. This supports a developing
country because the sector can absorb more labor.

However, it is worrying that the country’s capitalization process is
still very slow. Earlier studies on food processing industries (see Battese &
Malik, 1988; S. Kazi et al., 1976; Kazmi, 1981; Kemal, 1981) show very low
values (less than unity) of ES of labor for capital. The ES for material
indicates substitutability with energy because it approaches 1 (0.8570). The
small estimates of elasticities of material with respect to labor (0.3233) and
capital (0.4877) indicate a tendency toward complementarity instead of
substitution. Energy can be substituted with capital (2.4578) and labor
(2.4064) by a greater amount if the relative price changes. The results indicate
that labor is a good substitute for capital and energy.
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4.2.3. Cross-Price Elasticities

Cross-price elasticities are presented in Table 7. All the cross-price
elasticities are less than 1. A change in the price of material produces no
significant variation in the demand for labor (0.009), capital (0.012) and
energy (0.035). Labor and capital are almost equally responsive to variations
in each other’s prices (0.25 and 0.29). The demand for material varies with a
change in the prices of labor, capital and energy. The price of energy has the
highest effect on demand for material (0.77) and then capital (0.44).

Table 7: Cross-price elasticities

Variable Value of elasticity Variable Value of elasticity
Material-energy 0.03559 Energy-material 0.7737
Material-capital 0.01262 Capital-material 0.4403
Capital-energy 0.06362 Energy-capital 0.10208
Material-labor 0.00961 Labor-material 0.29189
Labor-capital 0.2591 Capital-labor 0.2977
Labor-energy 0.09994 Energy-labor 0.07156

4.2.4.  Output Elasticity of Cost

The value of the output elasticity of cost is 0.3329, which shows that
the rise in total cost is less than the increase in total output. Firms do not
operate at a minimum level of cost; instead, they produce at a lower level of
output than the optimal production level. The average cost curve of the
industry lies above the marginal cost curve. The average cost is higher than
the minimum level, which indicates the presence of economies of scale. In
such circumstances, profitability rises with an increase in production.

5. Conclusion and Policy Recommendations

The study estimates the transcendental logarithmic cost function by
applying Zellner’s iterative methodology to Pakistan’s food industry. We
estimate Allen’s partial ES, cross-price elasticities, own-price elasticities, and
output elasticities of cost, which show strong substitution between labor and
capital. Contrary to earlier studies (see Battese & Malik, 1988; S. Kazi et al.,
1976; Kazmi, 1981; Kemal, 1981), the substitution of labor for capital has
increased in food-processing industries. Capital and energy are good
substitutes, but the substitutability between material and capital and
between material and energy is significantly lower.
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The share of materials in cost is as high as 90 percent. The own-price
elasticities indicate that material input is the least responsive to a change in
its own price, while the other three inputs vary in terms of own prices with
a change in demand. The cross-price elasticities show that labor and capital
are substitutes. The cost elasticity of output demonstrates the presence of
economies of scale. Our analysis indicates that the intensity of capital, labor
and energy declines as the level of production increases. The intensity of
material use increases as output rises.

These findings imply that the strong substitutability between labor
and capital can help a country such as Pakistan substitute labor for capital.
This, in turn, can have a significant impact on reducing unemployment and
poverty. Similarly, that materials have the highest share in costs suggests
that its productivity should be enhanced. The major share of the input
‘materials’ to food industries comes from the agriculture sector. Hence, the
cost of food industries depends largely on productivity in the agricultural
sector. The cost of food industries and the cost of food could be reduced
significantly by adopting modern technologies and making agricultural
production more efficient.
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Abstract

The study attempts to seek evidence on regional economic integration in
driving labor productivity convergence in low- and middle-income East Asian
states towards Japan, the country assumed to be the regional technology leader.
The labor productivity convergence of low- and middle-income East Asian
countries towards their rich neighbor is modelled against their national levels of
innovation, technology spill-overs from the regional economic leader and their
productivity differential with the frontier country. The hypothesized relationship
is empirically verified for seven East Asian states, using a robust econometric
approach. The time-series test estimates under Error Correction Representation
yield absolute support in favor of valid productivity convergence occurring
between Japan and its low-and middle income neighbors. However, panel data
estimates generated with better statistical power outperform the time-series test
findings and these results reject the significance of Japan as the regional
productivity growth driver for its regional developing states.

Keywords: Regional economic integration, productivity convergence,
growth spill-over, time-series error correction model, panel
cointegration estimators

JEL Classification: E24, F15.
1. Introduction

The region of East Asia has seen unprecedented growth rates over
the last four decades. Episodes of financial crisis, such as that which
erupted in 1997-98 temporary slowed regional economic growth. After this
crisis, not only did the high- and average- income regional states recover
speedily but also those with low income levels overcame this financial set
back with considerable speed, showing sustained rates of economic growth
in the post-crisis period. Low-income countries like Cambodia, Lao
Republic and Vietnam outpaced their pre-crisis growth performance in the
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post-crisis period (IMF, 2007). A number of studies attribute this region
wide post-crisis financial stability towards the heightened intra-regional
trade and investment linkages, primarily carried out under the economic
cooperation agreement of ASEAN and various other multilateral
agreements (Fukuda & Toya, 1995; Hsiao & Hsiao, 2004; Mutaqgin &
Ichihashi, 2012; Solarin et al., 2014).

The proponents of regional economic integration advocate enhanced
economic linkages for regions where there are sharp income differences
across member states. With the prospect of spillover effects of technology
transfer, economic integration through trade, capital exchange and labor
migration between developed and developing neighbor states is found to
serve as a growth driver at the regional level. Presumably, such economic
connections tend to bridge the income disparities amongst the neighbor
countries, besides benefitting poorer states with the growth inducing effects
of technological advancements and research and development taking place
in developed countries. For a set of 24 advanced and developing economies,
Coe and Helpman (1995) and Coe at al. (2009) establish significant and
measurable impacts of domestic and foreign research and development
(R&D) capital stocks for total factor productivity (TFP) growth in catching-
up countries. Griffith et al. (2004) investigate the (presumed) role of R&D in
enhancing technology transfer for a set of 12 OECD member states and find
R&D to be a statistically signficiant determinant in the catch-up process as
well as in the direct stimulation of innovation. Cameron (2005) finds
significant connections between technology transfer (from the U.S.) and TFP
for manufacturing sector industries in the UK. For Turkish manufacturing
firms, a positive long-run association between total factor and labor
productivity is found by Yasar and Morrison (2008), which is induced by
foreign direct investment, exports and imports. Xu (2000) investigates U.S.
multinational enterprises (MNEs) as a channel of international technology
diffusion in 40 countries and finds that the technology transfer provided by
them significantly contributes to productivity growth in developed
countries, though not in less developed ones. This is because a country needs
to reach a minimum human capital threshold level in order to benefit from
said technology transfer, and most less developed economies do not meet
this requirement.

In this study, we investigate the role of developed East Asian
economies In the growth of national productivity in developing regional
economies. Considering Japan as the regional economic leader, we aim to
verify the country’s research and development spillover effects in inducing
productivity (income) convergence to low income countries of East Asia.
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A vast number of studies have empirically verified the role of labor
productivity growth in determining the trend patterns of a country’s
economic performance. During the last two and half decades, the high
income states of the region have shown tremendous growth in their
national per worker productivity levels. Before the period of 1990s, Japan’s
average labor productivity level was substantially higher than its neighbor
states. However, in the early 1990s, Hong Kong and Singapore caught up
and outpaced Japan in their national levels of average labor productivity.
Starting in 2000, Singapore overtook both Japan and Hong Kong with
national labor productivity levels of 75.6 percent, 90.2 percent and 92
percent (with 2010 as reference year) during the years 2000, 2009 and 2011,
respectively (Asian Productivity Organization, 2013).

Nevertheless, the impressive rates of labor productivity catch up in
East Asia is only evident for high income regional states. Looking at the
middle and lower tier countries, their national labor productivity levels
remained alarmingly low, relative to Japan, Hong Kong and Singapore
despite their visible growth performance,. The three classic examples are
Indonesia, Philippines and Thailand: With 2010 as the base year, the three
countries report growth in per worker productivity levels of 2.5 to 9.5
percent, 6.8 t0 9.2 percent and 3.6 to 15.4 percent (respectively) for the years
1970 to 2011. These statistics for low-income East Asian states not only
reflect serious stagnation in their national labor productivity levels but also
highlight their overwhelmingly large gaps relative to the above referred
high-income neighboring economies.

2. Literature Review

A primary impetus in establishing regional economic linkages
between countries is to reduce income disparities and encourage inclusive
growth, so that the benefits of enhanced economic relationships could be
reaped by all. Owing to the importance of outward orientation (i.e., openness
to trade and foreign direct investment), and human capital investment, Lim
and MacAleer (2000) conduct a robust econometric analysis to investigate the
degree of output convergence and technology catch-up for South East Asian
countries amongst each other and also with U.S. The study finds no concrete
evidence in support of significant productivity convergence of the ASEAN-5
countries twith the technology leaders i.e., United States as well as High
Performing Asian Economies (HPAEs). For a group of ten East Asian
economies, Zhang (2001) attempts to establish a connection between income
convergence, regional trade and FDI flows but finds no significant
association between the variables. Joian (2002) under the theoretical



26 Maryam Ishaq

predictions of neoclassical growth models shows that there remain sharp
income disparities between high and low-income East Asian countries.
Similarly, Michelis and Neaime (2004) obtain partial support in favor of real
per capita GDP convergence amongst APEC -17 countries and East Asian
countries; rather, income divergence is empirically evident in the case of
ASEAN countries.

Mahmood and Afza (2008) reveal two interesting observations on
East Asian total factor productivity (TFP) growth dynamics. (i) region-wide
TFP growth is primarily driven by technology improvements at the country
level, rather than improvement in production efficiency or any other factor,
and (ii) trade openness and foreign direct investment are not found to be
significant determinants of TFP growth and its components.

Franks et al. (2018) examine the extent of economic integration taking
place in the European Union (EU) region across multiple dimensions of the
macroeconomy. Their results reveal that since the adoption of the common
currency, nominal convergence of inflation and interest rates has taken place.
Nevertheless, real convergence in the form of real per capita income has been
negligible. This is particularly true for original euro area member states,
where income convergence remained stagnant during the early years and
turned into divergence in the times of global financial crisis. The study
advocates adoption of measures effective for boosting productivity growth
in lagging countries, so that income convergence at an at least modest rate
might be ensured. Grabner et al. (2019) reveal the significance of country-
specific characteristics for understanding how economic and financial
openness to shocks cause path-dependent development trajectories in the
context of European integration, confirming the lack of a sufficient degree of
convergence. The non-convergence is more pronounced in terms of
technological capabilities, which otherwise are expected to serve as key for
determining future development paths of the regions.

Considering the studies cited above, it appears that findings of
deficient convergence is common when convergence is measured using
national aggregates. In contrast, a few recent studies investigating the
convergence patterns of real output and technical efficiencies at
sectoral/industry level yield more encouraging results. Studying the
magnitude of convergence in technical efficiency and productivity levels of
the health care systems of twenty-six EU members, Kasman et al. (2019) find
valid convergence for sample countries. Measuring technical efficiency
scores for the health care systems through DEA, a non-parametric
production frontier approach, and productivity through TFP, their estimates
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(acquired through both and convergence measures) confirm significant
existence of cross-country sectoral (health care) convergence in terms of
technical efficiency as well as productivity. In gauging the degree of
economic integration for the corporate sector of the U.S. and the European
states, Valsan and Druica (2020) test convergence in terms of economic
performance, institutional arrangements, and market valuation along
industry lines. They conduct an industry-driven cluster analysis, relying on
six measures of economic coherency pertaining to operating performance,
ownership, and market valuation and find European candidates better at
persuing convergence (relative to the U.S.), yielding clusters with higher
degree of stability.

Given the considerably sluggish labor productivity growth
performance of low-income East Asian countries, it is of critical importance
to investigate which of macroeconomic factors can (potentially) boost the
productivity (income) convergence of the poorer states towards their richer
counterparts. Focusing such factors in the perview of macroeconomic
policy actions may facilitate the lower tier East Asian economies in their
efforts to catch up their high income neighbors.

3. Theoretical Framework

The world economy is comprised of two countries only, i € (1,2).
Each country produces n number of differentiated commodities (p;), i =
1, eeeeee ,n. For both countries, production patterns are analogous to the
neoclassical production function:

Qit = AitF (Lit, Kit) (1)
Q = National output

A = Index of technical efficiency — the part of output unexplained
by labor and capital, also known as TFP. A may vary across countries.

L = Employed labor
K = Capital stocks

Function F is linearly homogenous and is subject to diminishing
marginal returns to the stocks of both labor and capital.

It is assumed that at time ¢, one of the two countries i will
outperform the other in terms of productivity growth. This country is titled
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as the technological frontier and is symbolized by F. The other country,
lagging behind the frontier country, is indexed by H. For this study, Japan
will serve as the frontier country (F) and rest of the East Asian states
(individually) are taken as its less developed counterparts (H).

Bernard and Jones (1996a, 1996b), Cameron et al., (2005) and Kutan
and Yigit (2009) prescribe the following patterns of productivity growth in
country H, induced by domestic innovation and technology spillovers
from the frontier economy,

que = 9y + py (%). 9,020 (2)
Yy = measure of domestic (country-specific) rate of innovation in the less
developed country (H)

py = measure of technology transfer from country F to country H

The small letters are representative of the fact that model variables

are subject to logarithmic transformation. In equation (2), (ZF#) is the
Ht-1

distance variable!, parameterizing the rate of technology transfer from
country F to country H. Productivity convergence, induced by the
technology transfer from country F to country H, of each less developed
East Asian state is directly determined by the size of this distance variable.
The farther the country H lies from country F, the larger is the productivity
differential between the two countries. Resultantly, the ratio (of
productivity of H to that of F) becomes smaller, yielding larger value on
part of distance variable (where the series is considered in absolute form).

Equation (2) holds valid for less developed East Asian states only.
For the frontier country, the sole source of productivity growth is its time
varying levels of domestic innovations. Accordingly, the productivity
growth patterns for frontier country (F) can be given as:

qr = O, 920 3)

Where 9 is the measure of domestic (country-specific) rate of innovation
in the frontier country (F).

L Whilst estimating the model empirically, the distance variable will be measured by the absolute of
natural logarithmic ratio of productivity of each East Asian country to the productivity of Japan.
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To see the trend movements of relative productivity of country F and
country H, as determined by domestic levels of innovation and cross-country
technological transfers, equation (2) and (3) are combined as follows:

Z—: = Oy —9F) — pu (%): (4)

For the purpose of estimating the proposed model empirically,
equation (2) will be tested under the Error Correction (EC) representation
of productivity growth. The EC process will model the self-induced
corrections of relative productivity (between country H and country F)
movements, making the series converge to its long-run or steady-state
levels. The steady-state or long-run equilibrium level of relative
productivity series necessitates that the productivity of country H should
lag an equilibrium distance behind its counterpart in the frontier country.
Only then, the productivity growth in country H, induced by domestic
innovation and technology transfer from country F, can be exactly equal to
productivity growth in country F, induced by country’s domestic levels of
innovation. Mathematically, this condition of steady-state relative

productivity between two countries is analogous to Z—’f <0 <=>9 >y
F

Thus, from equation (4), the above discussed steady-state or (long-run)
equilibrium level of relative productivity (§*) between country H and
country F can be obtained as follows:

~x _ dy _ 95—YF
= = 5
q qF PH )

Where
qy =Steady-state level of country H’s productivity
qr =Steady-state level of country F’s productivity

Equation (5) implies that steady state level of relative productivity
between country H and country F is a function of their domestic innovation
differential (gap) and the rate of technology transfer from country F to
country H.

Until now, 9; is used to parameterize the domestic innovation level
at country H and F. Nevertheless, a vast amount of theoretical and
empirical literature attributes the domestic innovation levels of a country
to the levels of its R&D. It is also evident from literature that R&D levels
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enhance the “absorptive capacity”, hence, can be a potential determinant
of technology transfer from more developed to less developed countries.
Theoretical and empirical literature on endogenous growth models also
raise the importance of international trade (exports and imports more
prominently) and human capital in triggering innovation and/or
technology transfer effects whilst explaining trend growth patterns of
economies (Aghion et al., 1998; Ben-David & Loewy, 1998; Griliches &
Litchnberg, 1984; Lawrence & Weinstein, 2001). It is thus legitimate to
model both domestic innovation (9;) of country H and technology transfer
(py) from country F to country H against country H's R&D, international
trade, and the levels of human capital:

e = Un + VXne (6A)
pr =06 + Xy (6B)
Where X measures R&D, international trade, and human capital.
Incorporating equation (6A) and (6B) into equation (2), the

(econometrically) long-run estimable version of our productivity
convergence model for less developed country (H) is given as:

— . qrt-1 ) qrt-1
que = Uu +¥Xit-1 +6 (th-1) + tXit-1- (th-1) + & 7)
From equation (7), the level term (yXj_;) captures the direct
relationship between country H's R&D, international trade, and human

capital with its productivity through domestic innovation. On the other

hand, the interaction term (tX;¢_;. (ZF t'l)) establishes the same above stated
Ht-1

linkage through technology transfer from country F to country H. It is
noticeable that the model suggests heterogeneous or country-specific levels
of domestic innovation and technology transfer, conditional upon national
R&D, international trade, and human capital levels.

4. Empirical Estimation Framework

The rate of productivity convergence induced by domestic
innovation levels and technology transfer from the frontier country to less
developed states of East Asia is measured through the Error Correction
Model (ECM), using a Newey-West (NW) HAC OLS estimator. A number
of cointegration-based methods are suggested by related studies for
empirically verifying the phenomenon of convergence (Aubyn, 1999; Giles,
2005; Lluis Carrion-I-Silvestre & German-Soto, 2007). Among these, the class
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of residual-based cointegration tests hold a special place, being simple in
computation with straightforward interpretations using economic theory.
Under the residual-based cointegration approach, the existence of
cointegration between two or more time-series implies that they have a
meaningful association: It is this association which prevents the residuals
from becoming larger and larger in the long-run. The model estimates the
speed of adjustment of regressors from short-run disequilibrium to long-run
equilibrium. The lagged residuals from equation (7) (in static form) will be
modelled against gx: (along with lagged values of model parameters) under
a dynamic representation. In the context of productivity convergence
dynamics (proposed in equation (7)), the error correction process (if
statistically significant) estimates the speed of convergence/correction made
by qy: from its short-run misalighments to converge to a long-run
equilibrium (steady-state), through its own periodic movements as well as
the periodic movements of other model parameters.

Like any other conventional cointegration model, the ECM is
equally efficient in capturing the plausible presence of long-run association
between variables, if there exists any. According to the Granger
representation theorem, if g, and the model determinants (of equation (7))
are cointegrated, only then, there will exist a valid error correction process
relating these variables and vice versa.

The long-run regression given in equation (7) may be used in the
following ECM, with the remaining parameters being consistently
estimated by the NW HAC OLS estimator.

que =y +0 [th—l —¥Xit-1 =6 (M) ~ Xie-1- (M)]t—l ¥

qHt-1 dHt-1
1 ' drt— '
2im10qpe—; Z?:()AV Xit—j +Z§=0AT Xit—j - (q:i-i) + & (8)

In equation (8), the augmented version of the ECM is established,
where difference-lagged terms of gy, and explanatory variables are
allowed to contribute to the short run dynamics of the model. Note that a
valid error correction (convergence towards long-run steady-state) process
necessitates that the estimated coefficient p in the ECM equation (8) should
bear a negative sign (6 < 0) and be statistically significant.

Once a statistically significant error correction process is established,
a cointegration regression estimator can be used to obtain long-run slope
coefficients of model variables. For this purpose, the study employs Fully
Modified OLS (FMOLS), devised by Phillips and Hansen (1990). FMOLS is
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shown to perform better in small samples. The usefulness of the estimator
can be gauged from its ability to correct for endogenity bias and serial
correlation using a semi-parametric regression, thus allowing for standard
normal inference. The test can identify long-run parameters from static level
regressions when the variables are first-order integrated.

5. Data Description and Sample Countries

For estimating the model parameters in equation (8), the data is
taken primarily from (a) World Development Indicators (WDI) database,
(b) United Nations Educational, Scientific and Cultural Organization
(UNESCO) Statistical Year Book (statistical tables), and (c) United Nations
Conference on Trade and Development (UNCTAD). The sample period
varies from country to country, ranging from 1980 to 2017 and sample
countries including China, Hong Kong?, Korea, Malaysia, the Philippines,
Singapore, and Thailand as less developed neighbor economies of Japan,
serving as the developed frontier country of the region. As per the
definition of WDI and UNESCO Statistical Year Book, the model variables3
can be described as follows.

i. National Productivity: This is the model regressand (with its lagged
values and its ratio with its counterpart in frontier country (the distance
variable) serve as model explanatory variables). It is measured as the
average annual productivity of labor (Baumol, 1986; Kang and Peng,
2018; Quintana-Romero et al., 2019) and formulated as GDP at constant
market prices (2010) from WDI as a ratio of the total employed labor
force of the country taken from UNCTAD.

ii. National Rate of Innovation: For this study, rate of innovation (one of the
model regressors) in less developed East Asian counties is analogous to
country’s annual R&D expenditures. The variable is measured through
annual expenditures on R&D as a percentage of that year’s GNP,
sourced from UNESCO Statistical Year Book. This follows a number of
studies measuring technological growth similarly (Cameron et al., 2005;
Cincera, 2005; Terleckyj, 1980; Zachariadis, 2003;).

iti. National Levels of Human Capital Formation: Following Schultz (1960),
Khaemba (2014) and de Pleijt, (2018), this 1 explanatory variable is
measured through the total (annual) number of secondary education

2 For Hong Kong and Malaysia, the sample data period ranges from 1996 to 2017. For China, the
sample data set is for 1987 to 2017.
3 The variables are used for model estimation after undergoing a natural logarithmic transformation.
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pupils enrolled in public and private schools and colleges. The series is
taken from the WDI database.

iv. National Levels of Net Exports: This is another model regressor
accounting for the degree of openness of the home country towards
international goods and services market. The variable is composed of
the difference between country’s total annual exports and imports
measured at 2010 constant market prices. The export and import series
are taken from the WDI database.

6. Results for Individual Country Analysis

Before discussing our main estimations, we estimate a correlation
matrix of residuals and model regressors of equation (7), the model
regressors being an obvious suspect for introducing endogenity bias. This
is particularly true for international trade, in the context of the trade-
growth connection. Existing literature has paid much attention to detecting
and dealing with the problem of endogenity (Cameron et al., 2005; Kutan
& Yigit, 2009). A strong covariance (correlation) between model regressors
and the residuals of equation (7) can be taken as an evidence in support of
plausible presence of endogenity in regressors (Wooldridge, 2015).

From the estimated correlation matrix, a correlation coefficient of
value of 1 or -1 (or sufficiently far from zero) will be taken as an evidence in
favor of significant endogenity bias in the explanatory variables, and vice
versa.

Table 1: Correlation Matrix of Residuals from Equation (7) and Model

Regressors
& & é é é é é
Hong Kong China Korea Malaysia Philippines Singapore Thailand
Residuals (€) 1.00 1.00 1.00 1.00 1.00 1.00 1.00
R&D 0.00 -0.02 -0.25 -0.02 -0.01 -0.19 -0.01
Human Capital 0.01 -0.06 0.02 -0.07 -0.16 -0.11 -0.15
International Trade -0.04 -0.05 -0.51 -0.01 -0.09 0.09 -0.23
Productivity Differential 0.01 -0.03 -0.40 0.02 0.02 -0.09 -0.10

Notes: (i) All the model variables of equation (7) are integrated of order one, as proven by DF-GLS unit root test.
(ii) are the residuals obtained from estimating equation (7) (in first differenced form) through Newey-West HAC
OLS regression.

(iii) Other than , all the variables in matrix are considered in first-differenced form.

The estimated correlation coefficients are reported in Table 1. One
sees that for all model regressors, the value of the correlation coefficient is
close to zero. Even for those cases where the coefficient value significantly
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deviates from zero (i.e., Korean international trade (-0.51) and its
productivity differential against Japan (-0.40)) it is still not sufficiently close
to -1 (or 1). These findings militate against the presence of endogenity bias
in the model regressors, which potentially could prevent us from
estimating the subject relationship under a single equation error correction
representation. Thus, there is enough statistical evidence to legitimately
estimate equation (7) with the ECM, which necessitates weak exogeneity
of regressors.

Estimates from equation (8) are reported in Table 2. Error correction
coefficients, accounting for productivity convergence towards steady-state
long-run equilibrium levels, are reported for each individual country*. The
subsequent long-run coefficients of the model’s parameters, estimated
through FMOLS cointegration regression estimators, are also given in the
same table.

Before discussing the two types of estimates and the associated
inferences, it is worth noting that (a) all of the five sample countries display
statistically significant productivity convergence processes towards long-
run equilibrium, and (b) initially, the model is estimated with level
variables only, with no interaction terms involved. However, for the second
specification, an augmented version of the model is estimated, by
incorporating the interaction terms, primarily responsible for measuring
technology transfer from the frontier (Japan) economy to less developed East
Asian states. For example, in case of Korea, column KI reports FMOLS test
estimates (against equation (8)) with level variables only but column K2
holds estimates for the augmented version of equation (8).

China, Korea, Philippines, Singapore and Thailand all generate
valid (6 < 0) and statistically significant error correction coefficients. For
the set of sample countries, the speed of convergence ranges from -0.69
(Thailand) to -2.04 (Singapore). A valid and significant error correction
coefficient provides support for a regional convergence process. In the
short-run, while productivity departs from its steady state, the series still
trends in such a way that it self-adjusts (in each period) towards the long-
run steady state (corrections) against those misalignments (errors) which
are responsible for keeping it away from its long-run equilibrium. This
process of error(s) correction is significantly supported by the lagged
values of all model parameters. Thus, on the whole, the periodic

4 ECM is not estimated for Hong Kong and Malaysia due to small size of available sample data for
these two countries.
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productivity movements of less developed East Asian countries display a
valid and significant tendency of attaining their long run equilibrium
levels, as explained by their productivity differential with Japan, domestic
innovation level and the rate of technology transfer from Japan. These
results are in sharp contrast with earlier empirical work conducted on the
region, which found inconsequential the role of world as well as regional
technology leaders for in bringing income or output convergence for
poorer East Asian states (Lim & MacAleer, 2000; Xu, 2000; Zhang, 2001;
Joian, 2002). Such a disparity might be (largely) attributed to the sample
study period employed under previous studies, primarily comprising pre-
Global Financial Crisis (GFC) period. Nevertheless, it is evident that the
catch up potential for low-income Asian countries evolved at a very
pronounced pace in post-GFC years (Asian Development Outlook, 2016;
Michelis & Neaime, 2004).

Having established the validity of error correction process, let us
now evaluate the individual contribution of each of the model parameters
towards productivity movements through the FMOLS cointegration
regression estimator, using the model given in equation (8). As stated
above, the model is estimated under both its unaugmented (with level
terms only) as well as augmented (with level plus interaction terms)
version.

Beginning with the productivity differential, it imparts a positive
and statistically significant convergence effect on the productivity of
subject East Asian states (except Singapore). For China, Korea, the
Philippines, and Thailand, the long-run coefficient on the productivity
differential ranges from 0.40 to 0.63. This magnitude is largest for the
Philippines, which had the largest initial productivity gap with Japan.
However, upon the inclusion of interaction terms, the productivity
differential tends to lose its statisitical significance in determining the
domestic long-run productivity movements. This is particularly true for
China and Korea. For the Philippines and Singapore, the productivity
differential, while remaining statistically significant as a determinant of
long-run productivity, counterintuitively becomes negative. These
findings are in line with those of Kutan and Yigit (2009).
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Next, looking into the determinants of domestic innovation i.e.,
national R&D expenditures and human capital formation, these variables
have had mixed effects on the long-run productivity patterns of the subject
economies. Only for Korea do R&D expenditures carry a positive long-run
coefficient. For China, Philippines and Singapore, this effect is statistically
insignificant, whereas for Thailand, country’s R&D expenditures tend to
impart negative effects on domestic productivity levels. Human capital
formation, measured as secondary school enrollments, is largely found to
have either a negative or statistically insignificant long-run association
with productivity (except Philippines). For Singapore, positive and
statistically significant coefficients are also obtained, but that only with the
inclusion of interaction terms into the model.

Finally, we consider the role of international trade, the variable
responsible for channelling technology growth from the frontier economy
to subject countries. This series maintains a positive and statistically
significant long-run relationship with productivity. Our estimates on the
role of international trade conform to the findings of Michelis and Neaime
(2004) and Zhang (2001). Either in level form or with interaction terms, the
variable in almost all cases imparts a positive long-run effect on
productivity for all sample states, with a slope coefficient of value ranging
from 0.04 to 1.71. Nevertheless, the case of Philippines (without interaction
terms) is an exception.

7. Evidence from Panel Data Estimates

Panel data analysis has a potential advantage over the analysis of
individual country data because it allows the pooling of data, providing
better statistical power. Most time-series suffer from the problem of small
numbers of observations. This issue results in insignificant t-ratios or F-
statistics, raising concerns about the validity and power of both short-run
and long-run estimates. This issue is common in annual data studies where
it is rare to find economic data series covering more than fifty years. In this
respect, panel data estimation methods are preferred since data series can
be pooled into panels of different countries.

Here we seek evidence on productivity convergence in East Asian
states by estimating a Panel Error Correction Model (PECM). We employ
Westerlund’s (2007) error correction approach to long-run cointegration
for unbalanced panels. Unlike the conventional residual-based time-series
and panel error correction representations, Wasterlund’s model
encompasses structural rather than residual-based dynamics. This saves
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his model from the complexity of common-factor restrictions, a feature
inherent to conventional residual based tests, whose failure can cause a
significant loss of power for residual-based cointegration models. Under
the conditional error correction representation, Wasterlund’s model tests
the null of no valid cointegration between model variables by inferring if
the error correction coefficient is zero. This test holds a meaningful
application for our proposed model of productivity convergence owing to
the following reasons: (a) heterogeneity amongst panels is admissible to a
fairly large extent, both in long-run cointegration vectors and short-run
model dynamics and, (b) the test is fairly robust against cross-sectional
dependence, an issue common to other panel cointegration estimators.
Wasterlund’s PECM comprises four newly developed panel cointegration
estimators, which follow a normal distribution, and are efficient enough to
control for unit-specific short-run to long-run dynamics, unit specific slope
and trend parameters, and cross-sectional dependence. The model follows
the following data generating process:

QHit = ,u;ﬂ-dt + ¢ [qu,t—l —ViXpit_1 — 5 (qFt—l) _

qHt-1
drt—1 mi pi ’
TiXpit-1-\——— + Xe1 Ay X e AV X+
qu,t—l t—1 J J q
pi 1 dFt-1 ’
Y= qe ATi X - (qut_1> + & 9)

In Equation (9), the time-series and cross-sectional units are indexed
t=1,...... ,Tand i =1, ......... ,N, respectively. u' is the heterogeneous
constant term and d, constitutes the deterministic component. All the model
regressors are assumed to be a pure random walk in levels, and absolutely
mean reverting in first differences. ¢ is the speed coefficient of
adjustment/correction the system makes towards long-run equilibrium,
after a short-run fluctuation. The null hypothesis of no cointegration
between qy; with model regressors is analogous to ¢; =0 (Persyn &
Westerlund, 2008). The alternative hypothesis of valid error correction
process necessitates that ¢; < 0 i.e., a statistically valid convergence of the
system towards long-run equilibrium. The coefficient value of ¢; is also
critical for the occurrence of alternative hypothesis. Two of four tests, called
the panel tests, assumes the homogeneity of ¢; foralliie., Hy = ¢; = ¢ <0
i.e., the panel is cointegrated as a whole. The other pair of tests, called the
group-mean tests, does not require ¢; to be homogenous (and thus
cointegrated) for all cross-sectional units of the panel and assumes that at
least one unit is cointegrated.

Panel Statistics: Hy: @; = 0 against Hy:@; < 0V i (10a)
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Group Statistics: Hy: ¢; = 0 against Hy: @; < 0 for at least one i (10b)
8. Results from Panel Error Correction Model

Prior to estimating the Westerlund’s PECM, it is important to seek
statistical evidence on the presence of cross-sectional dependence amongst
panel entities. Cross-sectional independence is an important assumption
of panel cointegration models. This assumption necessitates the
independence of errors across the different cross-sections of the panel. The
issue of cross-sectional dependence is likely to occur in regional panel
studies. This is because if the regional states are affected by common
economic shocks, this may result in contemporaneous correlations i.e.,
cross-sectional dependence amongst the entities (cross-sections) included
in the panel. Owing to the fact that the size of the panel unit root tests is
sensitive to the presence of cross-sectional dependence, the testing of this
assumption serves the purpose of identification rather than bringing in any
descriptive accuracy.

We test the cross-sectional independence amongst panel countries
for each of the individual model variables using the Pesaran Cross-
Sectional Dependence test (CD). The method tests for the
contemporaneous correlations in individual panel regression errors under
the null hypothesis of zero covariance between errors.

HO = (J)i]' = (J)ji = COU(Sit, gjt) = O,V t,i 75] (113)
Hy = w;j = wj; = Cov(sit, sjt) =0,V i+j (11b)

Amongst all other tests popular for the identification of cross-
sectional dependence, the Pesaran CD test is regarded to be most robust
for both stationary and non-stationary panels in addition to its small
sample properties. The test is fairly consistent against single and/or
multiple structural breaks in slope coefficients of panel regression and the
error variance of individual regressions.

Table 3 contains the test statistics for Pesaran (2004) CD test. Except
for R&D, the null hypothesis of cross-sectional dependence cannot be
rejected for all model variables. On the contrary, R&D displays somewhat
different results and does not reject the null hypothesis (up to a 7 percent
level of statistical significance). Nevertheless, there is enough evidence in
favor of cross-sectional dependence and thus the errors from panel
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regression tend to be contemporaneously correlated across the cross-
sections of the panel.

Table 3: Pesaran (2004) Pre-Estimation Test Results for Cross-Sectional

Independence?
CD-Test p-value Average Absolute
Statistics Correlation  Correlation
Coefficient  Coefficient
Domestic Productivity 15.37 0.00 0.865 0.865
R&D 1.80 0.07 0.112 0.586
Human Capital 4.02 0.00 0.232 0.723
International Trade 17.67 0.00 0.991 0.991
Productivity Differential 9.66 0.00 0.552 0.729

Note: The Pesaran (2004) CD test is distributed standard normal and is estimated through the
Stata routine xtcd.

With statistical evidence on the non-stationarity of all panel series,
the next step is to estimate the (plausible) long-run linear cointegrating
relationship between domestic productivity and model regressors using
Westerlund'’s panel error correction model. The test estimates are found to
be sensitive to the choice of deterministic regressors, leads, lags and the
width of Bertlett kernel window (Abdullah et al., 2017; Burret et al., 2014).
For this reason, the test is conducted under three different specifications in
error correction relation: i) no deterministic regressors, ii) constant only,
and iii) constant and trend. Also, cointegration is established under both
unrestricted and restricted approaches, relative to the choice of leads and
lags. The unrestricted case allows for automatic selection of optimal lags
and leads through Akaike Information Criterion (AIC), allowing for a
maximum of 1 lag, thus imposing no uniformity on short-run model
dynamics. Under the restricted case, a single lead and lag is permissible,
thus assuming uniform short-run dynamics for all the panel series. For
both specifications, a (relatively) shorter kernel window of width 2 is
chosen, owing to small data set (T is ranging from 29 to 33). Since cross-
sectional dependence has been established by the Pesaran (2004) CD test,
the test is run under bootstrapping sampling method, allowing for 400 re-
estimations of each cointegration test.

5 In the previous section, Hong Kong and Malaysia were dropped out of time-series estimation of
ECM. However, both countries are included in the panel data estimations.
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The sole purpose of such an extensive empirical practice is to obtain
robust p-values for our test statistics, which would be hindered by the
significant cross-correlations (dependence) amongst the panel entities.

The panel ECM results are reported in Table 4. Starting with the
unrestricted case, the null hypothesis of no cointegration cannot be rejected
at any meaningful statistical significance. This is true for all three model
specifications, varying with respect to the inclusion of deterministic
regressors in the cointegration equation. As decided by AIC, for all model
specifications, the AIC always picks a lead of value 1 and lags less than 1
(between 0 and 1). There is strong evidence of no valid long run co-
movement between panel series, irrespective of panel or group test estimates.

Looking at the test results of the restricted case of panel ECM yields
results that are no different. The alternative hypothesis of a valid error
correction process is again rejected at a high level of statistical significance
(both for the whole integrated panel as well as for the cointegration of at least
one cross-sectional unit). These findings are not supported by our time-series
error correction test estimates, suggesting substantially high and statistically
significant error correction adjustments of home productivity from short-run
misalignments towards long-run equilibrium. Moreover, our estimates
confirm the results yielded through many earlier and recent studies on
regional income (productivity) catch up for East and South East Asian
economies, advocating either absolutely no or conditional convergence to
their intra- and ex-regional trading partners (Chowdhury & Mallik, 2011;
Haider et al., 2010; Masron & Yusop, 2008; Zhao & Serieux, 2019)

9. Are the Panel Estimates Robust?

The results yielded through panel ECM are suprising and contradict
those of the earlier time-series ECM estimates, which had suggested
convergence. To gather additional evidence, we employ another two panel
data estimators: (i) Pedroni residual based test of cointegration, efficient
against the problem of cross-sectional dependence in panels, and (ii) Fisher-
Johansen combined maximum likelihood based rank test of cointegration.

10. Pedroni Residual Based Test of Cointegration

Pedroni’s (1999) heterogeneous panel cointegration test allows
cross-sectional interdependence with individual effects. Provided the data
series are unit root in levels, that is, I(1), the Pedroni residual-based
cointegration test is an extensively used tool to investigate if a long-run
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cointegrating association exists between model variables. The following
time series panel formulation is proposed by Pedroni:

Quie = @ + Viet + BiXpie—1 + i (12a)
it = 0i&ip_q + it (12b)
Here i=1,........ ,N identifies the panels and t=1,........ ,T

represents time periods. The parameters a; and y;t are responsible for
capturing country-specific effects and deterministic trend effects,
respectively. &, represents the calculated residual deviations from the
long-run association between rer and @. In order to test the null hypothesis
of “no cointegration” in a panel, that is, o; = 1, Pedroni developed test
statistics with asymptotic and finite sample properties. The Pedroni model
allows heterogeneity among every member of the panel. Not only this, the
model also allows heterogeneity in long-run cointegrating vectors as well
as long-run dynamics.

There are actually two sets of residual based tests in the Pedroni
cointegration model,. The first set of tests consists of pooling the residuals
obtained from within-group regressions. The statistics of the tests are
standard, normal and asymptotically distributed. This first set of tests
includes panel v-statistics, panel -p statistics, panel PP-statistics (or t-
statistics, non-parametric) and panel ADF-statistics (or t-statistics,
parametric). The other group of tests are also standard, normal and
asymptotically distributed, but unlike the first set of tests, these tests involve
pooling the residuals between the groups. This set consists of group -p
statistics, group PP-statistics (or t-statistics, non-parametric) and group ADF-
statistics (or t-statistics, parametric). All of these seven tests involve
estimators that average the estimated coefficients of individual members of
the panel. Each of these tests is capable of accommodating individual specific
short-run dynamics, individual specific fixed effects and deterministic
trends, and individual specific slope coefficients (Pedroni, 2004).

In the event of rejection of the null hypothesis by all seven tests, one
may easily draw a conclusion. However, unfortunately, this does not often
happen. One frequently confronts a situation where there is a mix of
evidence. If this happens, there is a need to look for a test that will explain
the power of the cointegration model. As elaborated by Pedroni (2004), in
case of a sufficiently large panel, where the issue of size distortion is of little
importance, panel v-statistics display the best power in comparison to the
other six tests. The panel v-statistics is a one-sided test where the large
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positive values tend to reject the null hypothesis (Pedroni, 2004). On the
other hand, in the case of very small sized panels, group - p statistics are
likely to reject the null hypothesis. One can be confident enough of the
group - p statistics as the tests are purposely built for smaller samples and
they are regarded as the most conservative of all the seven tests. The rest
of the five tests lie somewhere in between the two extreme cases of panel
v-statistics and group - p statistics. However, they have advantages over a
range of large, medium or small sized samples. One noticeable
characteristic is that other than panel v-statistics, the remaining six tests
diverge to negative infinity, that is, the large negative values tend to reject
the null hypothesis.

11. Fisher-Johansen Combined Maximum Likelihood Based Estimator
of Cointegration

Fisher (1932) derived a combined test that uses the results of
individual independent tests. Maddala and Wu (1999) use Fisher’s result
to propose an alternative approach to testing cointegration in panel data
by combining tests from individual cross-sections to obtain a test statistic
for the full panel. If p; is the p-value from an individual cointegration test
for cross-section 7, then under the null hypothesis for the panel:

—23 N log(pi) - x2(2N) (13)

Maddala and Wu proposed two statistics: the Fisher statistic from
the trace test and the Fisher statistic from the Maximum Eigenvalue test.
By default the x? value based on the MacKinnon-Haug-Michelis (1999) p-
value is used for Johansen’s cointegration Trace test and Maximum
Eigenvalue test. Following Johansen’s Cointegration approach,
cointegration requires the rank to be less than the number of variables in
the long-run equation.

For the test, the valid cointegration between model parameters
necessitates that the rank of the test, representing the number of
cointegrating vectors, must meet the following condition:

0 <rank(r) <n,

where 7 is the number of model parameters. If there are n parameters and
there are n cointegrating vectors, then the panels are likely to be stationary
in levels, hindering the establishment of reliable a long-run cointegrating
relationship.
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12. Results from Two Panel Cointegration Estimators

The upper panel of Table 5 displays the test results for the Pedroni
residual based cointegration test. The test requires incorporating an
appropriate number of lag(s) for each cross-section. The lag length selection
is done through panel VAR, using the Schwarz Information Criterion (SIC).
SIC suggests two lags to be included whilst estimating the cointegration
model. Discussing the statistics obtained from Pedroni cointegration test,
five out of the seven tests unanimously failed to reject the null hypothesis of
no cointegration between productivity and its proposed determinants. The
only exception are panel v-statistics and group PP statistics, suggesting
cointegration between model parameters at five and ten percent statistical
significance, respectively. However, on part of panel v-statistics, which tends
to reject the null hypothesis, the evidence yielded is of trivial importance as
the test is best suited for sufficiently large panels, a feature nonexistent for
our sample data. Given that 5 of the 7 tests fail to reject the null of no
cointegration, the test results should be interpreted in favor of nonexistence
of productivity convergence between Japan and its middle- and low income
neighbors. These results are in line with those obtained through Panel ECM
estimated in the preceding section of the paper.

As regarding the test results obtained from the Fisher-Johansen
panel cointegration test, similar to the Pedroni cointegration test, the results
are once again not supportive of a valid long-run association between the
model variables. However, the empirical evidence generated in this respect
are of a different nature. Similar to the Pedroni cointegration estimator, this
test also involves the inclusion of an appropriate number of lag(s) in
estimation. Once again following the suggestion of SIC, the test is estimated
using two lags of each model variable. The specification of deterministic
regressors in the Johansen test is very important. EViews allows five
specifications of deterministic regressors. We choose to employ
specifications 3 and 4 of the test as these allow a reasonable degree of
generality in incorporating trending behavior in the data. Thus, the
existence/nonexistence of cointegration between productivity and its long-
run determinants will be decided on the test results of Case 3 and Case 4.
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Table 5: Summary of Test Results for Pedroni Cointegration and Fisher
Johansen Combined Cointegration Estimators

Pedroni Panel Cointegration Test Results
Common AR Coefficients (Within Dimension) Individual AR Coefficients (Between Dimension)
Dependent Panelv  Panel PanelPP Panel Group Group PP Group Does Valid
Variable Statistics Statistics Statistics =~ ADF  Statistics Statistics ~ADF  Cointegration
Statistics Statistics Hold?
Quit 1.66** 1.60 -0.45 0.99 2.22 -2.94* 1.49 No
Johansen-Fisher Panel Cointegration Test Results-
No of Cointegrating Vectors-Case 3: Intercept (no trend) in cointegrating equation and VAR

Dependent Variable Fisher Stat Fisher Stat Does Valid
(From Trace Stat) (From Max-Eigen Stat) Cointegration Hold?
qut 5>(->(->(- 5*** NO
No of Cointegrating Vectors-Case 4: Intercept and trend in cointegrating equation-no trend in VAR
qu[ 5>(->(->(- 5*** NO

The Trace and the Maximum Eigenvalue statistics of both
specification 3 and 4 of the test found no evidence of a valid cointegrating
vector for the estimated model. The two test statistics under both test
specifications commonly produce a rank of 5, implying that the rank of the
test (number of cointegrating vectors, r) is exactly equal to the number of
model variables (n). These results challenge the panel unit root test
findings, proving the model variables to be integrated of order 1. Thus,
parallel to the panel ECM and Pedroni cointegration tests findings, the
Fisher-Johansen panel cointegration test could also not find a statistically
significant long-run association between the productivity growth of Japan
and the growth in its regional neighbors.

13. Conclusion

Regional economic linkages between countries aim to reduce
income disparities and promote inclusive growth. The economic
cooperation between East Asian countries under the ASEAN agreement is
considered to be one of the finest examples of successful regional economic
integration. However, in terms of region-wide productivity growth
spillovers, the degree of inclusivity of this regional cooperation has always
remained in question.

Following the footsteps of Cameron et al. (2005) and Kutan and
Yigit (2009), the productivity convergence of low- and middle-income East
Asian countries towards their rich neighbor(s) is modelled against their
national levels of innovation, technology spillovers from the regional
economic leader and their productivity differential with the frontier
country. Overall, we find no significant productivity convergence in East
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Asia. Japan doesn not serve as the regional productivity growth driver for
its poorer neighbor states.

Initially the study empirically had verified the above stated
channels of regional productivity convergence for each country
individually, using a time-series econometric estimator. Under the error
correction representation, the per period speed of productivity
convergence of five low- and middle-income regional states (towards
Japan) was found highly significant as well as substantial. In each period,
the productivity convergence is occurring at an abnormally high speed,
ranging from 69 percent (Thailand) to 204 percent (Singapore) annually.
However, of these results were not robust. This discrepancy can be
attributed towards the small size of the study sample for each country,
since the error correction model like many other time-series estimators is
deemed asymptotically efficient (Engle & Granger, 1987). In order to
address this, we re-estimated the regional productivity convergence model
using a panel data estimator. Based on structural dynamics (rather than a
residual-based approach), Westerlund’s (2007) restricted panel error
correction estimator of long-run cointegration is used, investigating the
(plausible) presence of productivity convergence for a panel of the seven
East Asian countries. The results yielded contradicted those earlier
obtained from the error correction model, suggesting no valid long-run
association between the productivity of low-and middle income regional
economies with that of Japan. These latter findings are robust to two
different versions of Wasterlund’s estimator (subject to the selection of
leads and lags), each version offering three different variants (based on
deterministic regressors included in the model). Thus, contrary to the
initial time-series test findings, the panel data estimates strongly reject
productivity catch up between low income East Asian states and Japan.

To confirm the panel finding of no convergence, we test it further
through (a) Pedroni residual-based model of panel data cointegration and,
(b) Fisher-Johansen combined maximum likelihood-based estimator of
panel cointegration. These two estimators also support the findings of
Wasterlund’s panel error correction test results, confirming the lack of
productivity convergence for East Asia.

Nevertheless, the empirical model estimated in this paper is limited
in the sense that it does not take into account inter-country disparities
pertaining to organizational and institutional capacities, which may
plausibly explain productivity convergence channels in a more
pronounced way. This may be taken as a future line of research.
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Differentiated levels of productivity can largely be attributed to
heterogeneity, typically present in the form of technical efficiency and
disparities in organizational and institutional capacities, hampering cross-
border commodity trade, labor mobility and knowledge transfer. It is
therefore critically important to control for these factors, while gauging
growth performance of developing and transition economies. In addition
to making regional economy less prone to global macroeconomic shocks,
policies should be directed to eradicate technical and institutional
disparities existing among regional member states. Investments that
eliminate structural rigidities and the barriers to inter-country factor
mobility may induce greater speeds of productivity convergence,
particularly for middle- and low-income regional players.
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Abstract

Neoclassical price theory, and its extension to IMF country advice, argues
that balance-of-payments crises such as Pakistan’s are better resolved by depreciating
the exchange rate, making exports cheaper and imports dearer. We argue that a partial
equilibrium analysis of just the tradeable goods market on the current account side
ignores the capital market on the capital account side, where an increase in outflows
allows no equilibrium value for the exchange rate, through a phenomenon dubbed
‘depreciationary expectations’, akin to inflationary expectations. This phenomenon
will not allow the exchange rate to settle at an equilibrium level, leading to a vicious
downward cycle. In such a case, capital controls may well be needed to counter the
downward cycle, allowing a return to growth.
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1. The Urgency of the Balance-of-Payments Crisis in 2018 and Our
Theoretical Argument

In 2018, Pakistan looked desperately to turning its back on spendthrift
growth and development because, at the end of the fiscal year 2017/18, the
profligacy of the ancien regime had spawned a current account (CA) deficit of
5.6 percent of GDP and a budget deficit of 6.6 percent of GDP. A due balance
of payments (BOP) of USD18 billion, a pressured exchange rate, the halving
of reserves to USD9.8 billion, and capital outflows of USD6 billion in the
previous year alone required by then the classic recourse to the International
Monetary Fund (IMF). Without this multilateral bailout, external payments
could not have been met, nor confidence restored in the macro-fundamentals
of the economy to allow faltering investment and growth to resume.
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Pakistan’s BOP crises have increased in frequency, duration, and
intensity since 1990, as Figure 1 shows.

Figure 1: Long-run trend and cyclical variation in CA
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Source: Authors’ calculations, based on data from the State Bank of Pakistan.

There have been important preceding diagnostics of these BOP
crises. Theoretically, the gap between government revenues and
expenditures has to be met by external resources, through a CA deficit
(Obstfeld & Krugman, 2003). Amjad (2019) highlights this link between the
CA deficit and budget deficit for Pakistan. In theory, such a framework
involves two markets—for domestic goods and tradeable goods.

This article seeks to bring into the analytical framework a third
market—for global capital flows. This is done by examining not just the CA,
which is the left-hand side of the BOP equation, but also the capital account
(KA), which is the right-hand side of the equation.

Thus we have:
CA =KA 1)

The BOP always balances as a macro-identity (Obstfeld & Krugman,
2003). The CA comprises flows of goods, services, and asset incomes in and
out of the country for the year. If there is a deficit in the CA on the left-hand
side of the equation, it has to be paid for in that year from the KA on the
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right-hand side of the equation. The KA comprises the change in assets—of
domestic assets held by foreigners and foreign assets held domestically.
Consequently, if there is a CA deficit in a particular year, it must be paid for
by a change in capital assets on the KA side. This usually implies liquidating
foreign assets held domestically and/or borrowing from foreign sources,
public or private. In Pakistan’s case, this has usually meant running down
the reserves of foreign currencies held by the State Bank of Pakistan (SBP),
plus borrowing from foreign sources, contracting multilateral, bilateral, and
private debt. Foreign inflows of capital to buy Pakistani assets—foreign
direct investment (FDI) and portfolio—could help, but have been meagre.!

Here, we aim to systematize in general equilibrium (GE) some of
these macro-behavioral relationships.

2. The Essential Argument

Confronted by an unsustainable BOP deficit, the standard price
solution is to depreciate the exchange rate e. This should cheapen exports X,
raising them, and make imports M more expensive, lowering them.
However, we argue that this standard price solution is based on a partial
equilibrium analysis, that is, an analysis of just the left-hand side of equation
1, the CA. A full GE analysis involves also examining the right-hand side of
the equation, which is the KA, used to pay for the CA deficit.

A GE framework shows that the price solution of depreciating the
exchange rate e will not work on its own for the following reason: we posit
that the depreciation of the exchange rate e works analogous to the concept
of inflationary expectations. As the exchange rate e depreciates, the CA
deficit may persist, according to the growing literature that shows exports
to be less price-responsive. A primary argument for this is that exports are
usually priced in terms of the foreign buyer’s currency, for example, US
dollars. So, depreciation of the local currency unit (LCU) with respect to the
US dollar will tend not to lower the price of the export because it has already
been designated and marketed in US dollars (Gopinath, 2017, 2019).

A second argument for the US dollar prices of exports to remain
constant, despite depreciation of the LCU, for a small exporter such as
Pakistan, is the immense competition. This makes the country a price taker
in the global market rather than a price leader (Rahim, 2020), which will

! Significant foreign investment in Pakistan and other countries with weak currencies is domestic
capital that has fled and is returning in the guise of being foreign.
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certainly tend to dampen the depreciation effect. What is essential for our
argument is that, as the exchange rate depreciates, the persistence of a CA
deficit is both theoretically feasible and, empirically, should be well-
observable. So, a depreciation of the exchange rate, with the persistence of a
CA deficit, will create an expectation of further depreciation.

The primary causal factor we are positing for these expectations of
depreciation is that, as a result of the initial depreciation, there will be a drop
in domestic profitability relative to foreign profitability. This will result, in
turn, in an increase in net outflows. As net outflows increase, the exchange
rate will depreciate further, leading to a vicious downward cycle, with
depreciation and outflows spurring each other on.

2.1. Theoretical Argument for Depreciation Lowering Domestic
Profitability

This primary causal factor for the phenomenon of expectations of
depreciation—of a fall in domestic profitability relative to foreign
profitability—can be argued as follows: the impact of depreciation of the
exchange rate on domestic profitability can be captured through three
effects, described below.

Effect 1

Beginning with a two-share case, of total income can be divided into
a profit share and a wage share. So if total income remains constant, a
depreciation of the real wage W by depreciation of the exchange rate e will
raise the profit share % .

Effect 2

However, if a depreciation reduces total income by the same amount
as the decrease in in wage share, the profit share also falls. Thus, as a result
of depreciation of the exchange rate, we have, in the two-share case, a
constancy between the profit share and wage share.

Effect 3

Next, we introduce a third factor share for capital. The capital cost of
imported plants and equipment will not decrease with the depreciation of
the exchange rate; rather it will appreciate by the extent of the depreciation
(assuming the same amount of capital is imported). The rise in the capital
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share by the depreciation of the exchange rate e will further reduce the profit
share —.
Y

We propose that market participants understand and take into
account this fall in the profit share before an expected depreciation. So an
expected depreciation —dubbed here depreciationary expectations—lead to
capital outflows from the country. There are three behavioral reasons for
this outflow: (i) declining domestic profitability relative to foreign
profitability, (ii) as a precautionary hedge against the expectation of further
depreciation of the LCU, the Pakistani rupee, (iii) as a store of value hedge
against the expectation of further depreciation of the LCU, the Pakistani
rupee. This means that unaccompanied by any other policy instrument, the
standard price solution of depreciation will not lead to an equilibrium of the
exchange rate.

The policy option of depreciation on its own is self-contradictory
because it triggers depreciationary expectations. The initial depreciation
causes domestic profitability to drop compared to foreign profitability,
leading to increased outflows. The policy option to counter this relative drop
in domestic profitability is to raise the domestic interest rate, which raises
the cost of borrowing for investment and therefore deters investment.

The resulting restoration of domestic profitability relative to
foreign profitability will reduce net outflows, which in turn will reduce
further depreciation of the exchange rate. An increase in domestic interest
rates can contain the deflationary expectations triggered by an initial
depreciation of the exchange rate. However, raising interest rates reduces
investment and thus growth, especially for economies with an already very
weak investment rate. Moreover, raising interest rates will further weaken
growth. A third policy option is therefore implied to fix the BOP crisis,
prevent outflows, prevent deflationary expectations, and maintain
investment and growth: the option of capital controls, which now has an
established policy history of efficacy.

2.2. Theoretical Argument for Deflationary Expectations in a Price-Led
Equilibrium

The whole point of depreciation is to reduce the CA deficit and
reduce pressure on the BOP. However, examining how the KA pays for the
CA deficit brings up the role of capital flows. The argument being put
forward here is that depreciation of the exchange rate acts like inflationary
expectations in its impact on the decision of private agents’ capital flows.
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We have net outflows (CF) equal to capital outflows (CO) minus
capital inflows (CI):

CF =CO0 —CI )
CF is a negative function of the domestic interest rate:
CF=fn(r) (3)

The domestic interest rate acts as a proxy for domestic profitability
[T, relative to foreign profitability Il

CF = fn(lly — II5) (4)

CF increases as domestic profitability I1; falls below foreign
profitability I in relative terms, in period t; relative to period t,.

If My < T, CO 1,CI L, CF 1 (5)

CF decreases as domestic profitability Il; rises above foreign
profitability II; in relative terms.

If My > T, €O L, CI 1,CF 1 (6)

An initial depreciation of the LCU relative to a foreign currency unit
(FCU), for example, the US dollar, implies that demand for the LCU will fall
and demand for the US dollar will rise.2 This demand for the LCU is actually
based on the relative profitability conditions set out in equations (5) and (6).
As the LCU depreciates, domestic profitability IT; will fall relative to foreign
profitability I1;. More LCUs now need to be earned to equal one US dollar’s
worth of profits in the domestic economy. According to equation (5), CO will
increase to invest abroad to earn at a relatively higher foreign profitability I1;.
CIwill fall again because of relatively higher foreign profitability I1¢. Thus, CF
will increase. The relationship between CF and the exchange rate is given by
the behavioral macroeconomic equation (Obstfeld & Krugman, 2003) below:

NX - fn (e) = CF—fn (r) 7)

2 This is a standard textbook behavioral postulate underlying the demand and supply of LCUs relative
to forex, where domestic banks and currency exchanges become the markets.
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In equation (7), CF is a negative function of the interest rate, as set
out in equation (3), while net exports (NX) are a negative function of the
exchange rate (e), as expected by the behavioral price equation. As the
exchange rate (¢) depreciates, exports should rise, along with NX. But what
equation (7) does is to critically link the CA to the KA. NX(e) has to equal
CE(r). The balance of the flows of goods, services and asset incomes in and
out of the economy, on the left-hand side of the equation, has to equal the
balance of the change in assets—domestic assets held by foreigners and
foreign assets held domestically—on the right-hand side of the equation.

This is the textbook identity, that the BOP must always be balanced.
A deficit on the CA side of the equation, for instance, in NX(e), has to be paid
for by claims on domestically held assets abroad, net, of course, of foreign-
held domestic assets in CE(r). That is, a deficit in the flow of goods, services
and asset incomes has to be paid for through the balance of outflows and
inflows of claims to assets domestically held abroad and foreign-held
domestic assets.

In a comparative statics exercise, this would begin through equation
(5). As the exchange rate e depreciates, domestic profitability falls below
foreign profitability in relative terms, as discussed above. This will induce
CO to increase and CI to decrease, increasing CF all in order to take
advantage of the relative rise in foreign profitability.

As CF increases, it will depreciate the exchange rate in a vicious loop
for two reasons. First, the demand for the LCU will fall relative to, for
example, the US dollar. This will weaken the exchange rate of the LCU to the
US dollar. Second, the increased CF will also reduce the demand for
domestic assets and their price. The textbook argument is that, as the
demand for domestic assets drops, so does their price level relative to the
foreign price level—which is the exchange rate. This general reduction in the
price level will also depreciate the exchange rate e further.

This argues that equation (7) morphs into:
CF =fn (e, 1) 8)

Our postulate is that CF becomes a negative function of both the
exchange rate e and the interest rate r. Thus, equation (8) expects a vicious
downward cycle of an initial drop in exchange rates, reducing profitability
r, which leads to an increased CF, thereby reducing the demand for domestic
assets, both of which in turn lower the exchange rate e further. The exchange
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rate ¢ and the profitability rate r can fall endlessly downward, with no
automatic solution of a price equilibrium. This illustrates the case for
depreciationary expectations under ceteris paribus conditions, with no
automatic solution in the form of a price equilibrium.

2.3. Countering Deflationary Expectations in a Price-Led Model

Reestablishing equilibrium then requires cutting through this
vicious downward cycle by raising the profit rate through the interest rate r.
A depreciation in the exchange rate e can be prevented from decreasing
domestic profitability relative to foreign profitability, Iy <Ilf, as in
equation (5), by raising the interest rate r. The interest rate r here represents
the base rate of domestic returns for a supply of investible funds, domestic
or CI. This will raise domestic profitability relative to foreign profitability,
My > T, as in equation (6), reducing CO, raising CI, and therefore reducing
CF. As the demand for the LCU increases relative to, say, the US dollar, this
will strengthen the exchange rate of the LCU to the US dollar. This is the
logic of equation (7)—that the interest rate r and exchange rate e move
together. Thus, raising the interest rate r will raise the exchange rate ¢,
thereby preventing depreciationary expectations.

A cautionary note needs to be sounded in summing up this
theoretical exercise. Equation (7) links the KA with the CA as a traditionally
given identity, but that does not mean that the KA is not causally linked to
the CA. In fact, the CA is a function of the exchange rate, while the KA is a
function of the interest rate. The KA—primarily reserves and interest rates—
is used to influence the CA’s exchange rate. True, the interest rate is a
monetary policy variable, but must be viewed as a major KA policy
instrument. Reserves, of course, are an intrinsic KA instrument and are used
critically to control the exchange rate on the CA side.

2.4. Pakistan’s Case

This theoretical framework is applied to Pakistan’s case. Pakistan’s
BOP crises have been compounded since 1990. Preceding diagnostics for
Pakistan, such as Amjad (2019), highlight the link between the CA deficit
and the budget deficit. The gap between government revenues and
expenditures needs to be met by means of external resources, through a CA
deficit (Obstfeld & Krugman, 2003). Such a framework involves two
markets—for domestic goods and tradeable goods. This paper brings into
the analytical framework, a third market—that for global capital flows. This
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is done by examining not just the CA, which is the left-hand side of the BOP
equation, but also the KA, which is the right-hand side of the equation.

As seen above, the BOP always balances as a macro-identity
(Obstfeld & Krugman, 2003). As explained above, the CA comprises flows
of goods, services, and asset incomes in and out of the country for the year.
If there is a deficit in the CA, on the left-hand side of the equation, it has to
be paid for in that year from the KA, on the right-hand side of the equation.
The KA comprises changes in assets—of domestic assets held by foreigners
and foreign assets held domestically. If there is a CA deficit in a particular
year, it must be paid for by a change in capital assets on the KA side. In
Pakistan’s case, this has usually meant running down reserves of foreign
currencies held by the SBP plus borrowing from foreign sources, that is,
contracting multilateral, bilateral and private debt.

Confronted by an unsustainable BOP deficit in Pakistan’s case, the
standard price solution has been to depreciate the exchange rate e. What is
essential for our argument is that, as the exchange rate is depreciated, the
persistence of a CA deficit is both theoretically feasible and empirically
well-observed, especially in the case of Pakistan. A depreciation of the
exchange rate with the persistence of a CA deficit will create an expectation
of further depreciation.

Our theoretical framework argues that the policy option of
depreciation on its own is self-contradictory, because it triggers
depreciationary expectations. The initial depreciation causes domestic
profitability to drop compared to foreign profitability, leading to increased
outflows. The policy option to counter this relative drop in domestic
profitability is to raise the domestic interest rate. The resulting restoration of
domestic profitability relative to foreign profitability will reduce net
outflows and, in turn, reduce further depreciation of the exchange rate.

An increase in domestic interest rates can contain the
depreciationary expectations triggered by an initial depreciation of the
exchange rate. However, raising interest rates reduces investment and thus
growth, especially for an economy such as Pakistan’s with an already very
weak investment rate of 16 percent of GDP. Raising interest rates will further
weaken growth below its already anemic 4 percent per annum. A third
policy option is therefore implied to fix the BOP crisis, prevent outflows,
prevent depreciationary expectations, and maintain investment and growth:
the option of capital controls which, in Pakistan, has been neglected of late.
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2.5. Hypotheses for Pakistan’s Case

In Pakistan’s case, we hypothesize that depreciationary expectations
should be observable for the period 1990 to the fiscal year 2017/18, for which
we have been able to build a consistent series for these variables, using SBP
data and in collaboration with the central bank.

These hypotheses require two caveats—one theoretical, one
empirical. The first caveat is a theoretical one, required for the conceptual
framework posited above to be applicable to Pakistan’s institutional
context. The first, as argued earlier, is that depreciationary expectations
would apply in a purely price-led equilibrium, giving market-determined
exchange rates. In a country such as Pakistan, with its long history of
managed pegs to the US dollar, prior to the float in the fiscal year 2018/19
(the period under examination), the market-determined exchange rate
would be expected to pressure the SBP to adjust the managed peg
accordingly, if not fully, but in that direction.

This assumption about the behavior of the SBP to adjust the peg in
the same direction as a market-determined exchange rate, also allows us to
posit the behavior of investors of capital as if they were operating in a purely
price-led equilibrium giving market-determined exchange rates.

The second caveat is an empirical one, that a purely price-led
equilibrium, giving market-determined exchange rates, rests on the required
condition of ceteris paribus. Such a purely price-led equilibrium would not
apply strictly to a real economy such as Pakistan’s, which would have used
interest rate (r) increases, and/or growth of money supply reductions, to
counter exchange rate depreciation (e), as in Section 2.3 above.

Nevertheless, we would not expect interest rates to have been raised
sufficiently in Pakistan’s case to completely counter depreciationary
expectations. Interest rates are the cost of borrowing, and thus too large an
increase would dampen investment and growth in an already low-growth
economy, as will be elaborated in the policy section below. Given such a
policy environment, attempting to balance BOP concerns with growth
tradeoffs, we would still expect to observe depreciationary expectations.
Accordingly, our hypotheses will be the following:

H1: Depreciationary expectations will be indicated by the long-run trend of
depreciation of the exchange rate being positively correlated with capital
outflows from Pakistan.
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Capital outflows can be defined behaviorally in two ways:

A narrower definition will include all outflows abroad for investment
to obtain financial yield, and for consumption motives. Therefore, a
long-run trend of depreciation will be positively correlated with this
narrow definition of capital outflows.

A broader definition would add all outflows as hedges against expected
depreciation for store-of-value and precautionary motives. These two
motives require including all foreign currency holdings in Pakistan, that
is, holders of rupee balances who exchange them for US dollars. The
argument is that foreign currency deposits reduce the demand for
rupees and increase the demand for foreign currency, which will reduce
the exchange rate, leading in turn to higher capital outflows.

Therefore, a long-run trend of depreciation will be positively

correlated with foreign currency deposits and the broader definitions of
capital outflows.

H?2:

H3:

H4:

In a price-led equilibrium model, depreciation of the exchange rate will not find
equilibrium. Equilibrium implies some cyclicality of the exchange rate, or at
least some stationarity after downfalls. In Pakistan’s case, lack of equilibrium
will lead to a secular long-run decline in the exchange rate over time.

Depreciationary expectations will increase capital outflows from Pakistan,
which in turn will reduce domestic investment in Pakistan. Hence, in the long
run, depreciation will be negatively correlated with the share of private
investment in Pakistan.

Deflationary expectations will increase capital outflows from Pakistan, which
in turn will reduce domestic savings in Pakistan. Hence, in the long run,
depreciation will be negatively correlated with the share of private savings in
GDP in Pakistan.

Savings in Pakistan are not estimated empirically from national

income accounts data, but as a residual from investment and capital inflows.
Therefore, savings and investment may not be statistically independent and
will be correlated. However, capital inflows are statistically independent,
therefore making savings not perfectly correlated with investment.
Therefore, H4 becomes worth testing for savings.
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3. Estimation of Outflows

The key variable to be estimated is capital outflows from the KA. The
narrow definition of this variable is the problematic one because the broader
definition simply takes this narrower definition, and adds to it resident
foreign currency accounts (RFCAs), which are estimated by the SBP. The
narrow definition of capital outflows must be based on the theoretical
framework. The argument is that domestic outflows are based on the relative
profitability of investing in the country as opposed to investing abroad.
Therefore, the definition of capital outflows must begin with domestic
outflows for investment abroad.

e The components of domestic outflows for investment abroad all come
from the KA. This is consistent with the theoretical framework adopted
above, that depreciation on the CA side leads to outflows on the KA
side, triggering further depreciation. It also causes domestic asset price
deflation, triggering in turn further depreciation. This phenomenon,
being posited here as depreciationary expectations, leads to lack of
equilibrium in the exchange rate in a long-run vicious spiral downward
of depreciation and capital outflows.

o A further case can be made for adding to capital outflows from the KA
side, outflows of income from the CA side of the equation, which
comprises foreign-held domestic asset yields being repatriated. This is
called the primary income balance from the CA. Its repatriation abroad
pressures the exchange rate downward and detracts from FDI and
portfolio investment from abroad.

Then domestic plus foreign-held capital outflows capture more
comprehensively all capital and income flows abroad. These comprise four
major components according to the SBP’s established accounting
framework. These are:

Domestic outflows for investment from the financial account (FA)

Direct investment abroad

+ Portfolio investment abroad

+ Net incurrence of assets

+ Net outflows of primary income from the CA

= Primary income balance
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= Total net outflows from Pakistan

Table 1 estimates total net outflows from Pakistan for the fiscal year
2018 at USD5.4 billion. This is well in keeping with the then SBP governor’s
pronouncement that approximately USD6 billion had flowed out of Pakistan
in the fiscal year 2018.3 The series for total net outflows, estimated from the
SBP’s database, and in collaboration with the bank, is given in Table 2. To
estimate the broader definition of capital, RFCAs are added to domestic
outflows for investment from the FA. These RFCAs and the broader
definition of capital outflows are given in Table 3.

Table 1: Estimating total net outflows from Pakistan (USD million)

Year 2018
Total net outflows 5,454
Net outflows from FA 172
Direct investment abroad 10
Portfolio investment abroad -48
Net incurrence of assets 210
Net outflows from CA 5,282

Source: Authors’ calculations, based on data from the State Bank of Pakistan.

3 Statement by the SBP governor, Tariq Bajwa, at the Lahore School of Economics board of
governors meeting in 2018.
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Table 2: Total net outflows (USD million)

Year Direct Portfolio Net Net Net outflow Total net
investment  investment  acquisition outflows from CA outflows
abroad abroad of financial from FA (primary
assets income)

(A) (B) (©) (D=A+B+C) (E) (D+E)
1990 12 0 -272 -260 878 618
1991 0 -448 -441 941 500
1992 8 0 -291 -283 1,123 840
1993 -4 0 -702 -706 1,389 683
1994 -6 0 -181 -187 1,447 1,260
1995 3 0 -140 -137 1,359 1,222
1996 -4 0 140 136 1,804 1,940
1997 -18 0 64 46 2,203 2,249
1998 29 0 -367 -338 2,188 1,850
1999 44 0 -34 10 1,803 1,813
2000 -1 549 -449 9 1,972 2,071
2001 37 140 -291 -114 2,203 2,089
2002 2 491 236 729 2,207 2,936
2003 27 0 434 461 2,211 2,672
2004 45 -3 -546 -504 2,207 1,703
2005 66 -11 -1,235 -1,180 2,386 1,206
2006 71 -22 -209 -160 2,667 2,507
2007 114 5 -758 -639 3,582 2,943
2008 75 5 32 112 3,923 4,035
2009 25 1,073 560 1,658 4,407 6,065
2010 76 65 -11 130 3,282 3,412
2011 44 7 -920 -869 3,017 2,148
2012 77 32 -9 100 3,245 3,345
2013 198 99 314 611 3,669 4,280
2014 128 23 -211 -106 3,955 3,849
2015 73 -41 -71 -39 4,599 4,560
2016 19 100 96 215 5,347 5,562
2017 86 -1 1,180 1,265 5,048 6,313
2018 10 -48 210 172 5,282 5,454

Source: Authors’ calculations, based on data from the State Bank of Pakistan.
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Table 3: RFCAs, investment and saving as a percentage of GDP, and
exchange rates

Year  Exchange Dep base RFCA Total net Y of total Grosstotal Domestic

rate year 1990 outflows net investment savings as
(PKR to outflows as % of % of GDP
USD1) and RFCA GDP
(GY) (B) (A+B)
1990 21.71 0% 0 618 618 18.9% 11.7%
1991 23.80 10% 399 500 899 18.5% 12.7%
1992 24.84 14% 1,731 840 2,571 19.9% 16.6%
1993 25.96 20% 2,360 683 3,043 20.5% 14.4%
1994 30.16 39% 3,054 1,260 4,314 19.4% 15.9%
1995 30.85 42% 3,406 1,222 4,628 18.6% 14.2%
1996 33.57 55% 4,348 1,940 6,288 19.4% 12.4%
1997 38.99 80% 5,716 2,249 7,965 18.1% 12.8%
1998 43.20 99% 6,449 1,850 8,299 17.9% 15.4%
1999 46.79 116% 2,584 1,813 4,397 15.7% 13.1%
2000 51.77 138% 2,173 2,071 4,244 15.8% 15.8%
2001 58.44 169% 2,638 2,089 4,727 17.2% 16.9%
2002 6143 183% 2,563 2,936 5,499 16.6% 18.1%
2003 58.50 169% 2,156 2,672 4,828 16.7% 17.6%
2004 57.57 165% 2,531 1,703 4,234 16.6% 16.4%
2005 59.36 173% 3,038 1,206 4,244 19.1% 15.4%
2006 59.86 176% 3,266 2,507 5,773 22.1% 15.7%
2007 60.63 179% 3,419 2,943 6,362 22.9% 15.6%
2008 62.55 188% 4,212 4,035 8,247 21.6% 11.5%
2009 78.50 262% 3,572 6,065 9,637 17.5% 9.8%
2010 83.39 284% 4,142 3,412 7,554 15.8% 9.3%
2011 85.56 294% 4,382 2,148 6,530 14.1% 9.7%
2012 89.27 311% 4,930 3,345 8,275 14.9% 7.7%
2013 96.73 346% 5,324 4,280 9,604 14.2% 9.0%
2014 102.86 374% 5,827 3,849 9,676 14.6% 9.8%
2015 101.29 367% 5,901 4,560 10,461 15.7% 10.1%
2016 104.24 380% 5,634 5,562 11,196 15.7% 8.7%
2017 104.67 382% 6,261 6,313 12,574 16.1% 8.2%
2018 109.84 406% 7,551 5,454 13,005 16.4% 7.5%

Source: Authors’ calculations, based on data from the State Bank of Pakistan.
4. Some Empirical Results

This section presents the study’s empirical results for Pakistan’s CA
and KA, and depreciation and outflows.

4.1. Pakistan’s CA Problems and Financing from the KA

Figure 1 and Table 4 show that, for the last 30 years, Pakistan’s CA
has been under pressure and in deficit for most of this period, except for five
years, from 2001 to 2004, and 2011. 1990 to 1993 saw small but increasing CA
deficits of under USD5 billion. Figure 1 shows that a succession of IMF
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support programs in 1993, 1994, 1995, and 1997, reduced the deficits short-
term to near-balance by 2000. Another two IMF programs, in 2000 and 2001,
appear to have contributed to the only CA surplus from 2000 to 2004.

Table 4: Decomposition of the CA (USD million)

Year CA Balance on Balance on Balance on Changein Accumulat Accumulat
trade in primary  secondary reserves ed reserves ed reserves
goods and  income income andrelated (SBP + (SBP only)
services items banks +
gold)
(A+B+C) (A) (B) ©)

1990 -1,353 -3,223 -878 2,748 377 1,451 -
1991  -1,578 -3,388 941 2,751 6 1,390 -
1992 -1,049 -3,337 -1,123 3,411 130 1,761 -
1993 -3,327 -4,626 -1,389 2,688 -589 1,369 -
1994 -1,651 -2,908 -1,447 2,704 1,585 3,337 -
1995 -2,163 -3,562 -1,359 2,758 238 3,730 -
1996 4,348 -5,149 -1,804 2,605 -431 3,521 -
1997  -3,557 -4,601 -2,203 3,247 -1,032 1,977 -
1998 -1,701 -2,943 -2,188 3,430 -306 1,737 935
1999  -2,235 -3,279 -1,803 2,847 824 2,922 1,673
2000 -217 -2,234 -1,972 3,989 72 2,766 997
2001 326 -2,208 -2,203 4,737 1,001 3,810 1,689
2002 2,833 -733 -2,207 5,773 2,792 7,065 4,337
2003 4,070 -361 -2,211 6,642 5,239 11,472 9,529
2004 1,811 -2,595 -2,207 6,613 904 13,155 10,564
2005 -1,534 -7,807 -2,386 8,659 -293 13,338 9,805
2006 -4,990 -12,871 -2,667 10,548 977 14,354 10,765
2007  -6,878 -13,881 -3,582 10,585 3,577 18,890 14,333
2008 -13,874 -21,427 -3,923 11,476 -5,365 13,436 8,745
2009  -9,261 -16,008 -4,407 11,154 -3,056 13,971 9,527
2010 -3,946 -13,226 -3,282 12,562 1,266 17,921 13,112
2011 214 -12,456 -3,017 15,687 2,492 20,941 15,662
2012 -4,658 -18,957 -3,245 17,544 -3,275 16,493 10,856
2013 -2,496 -16,919 -3,669 18,092 -1,992 10,831 6,047
2014 -3,130 -19,240 -3,955 20,065 3,858 14,141 9,098
2015 -2,795 -20,237 -4,599 22,041 2,646 18,699 13,526
2016  -4,867 -22,689 -5,347 23,169 2,652 23,098 18,143
2017 -12,621 -31,019 -5,048 23,446 -1,946 21,403 16,145
2018  -18,130 -36,385 -5,282 23,537 -6,118 16,407 9,789

Source: Authors’ calculations, based on data from the State Bank of Pakistan.

After 2004, the CA deficits have recurred, and with much greater
intensity. By 2008, the CA deficit had plunged to near USD14 billion. Two
successive IMF programs in 2008 and 2013 lowered the CA deficits into the
USD3 billion range till 2015. After that, the CA deficit has kept plunging to
its current level of USD18 billion for 2018. With bilateral BOP support of
USD?5 billion and a new IMF agreement in early 2019 of USDS billion. These
widening deficits on the CA, flows of goods, services and asset incomes have
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been financed by the KA by changes in assets held domestically and abroad,
as in equation (1).

The KA comprises the FA plus forex reserves held by the SBP, plus
some adjustment:

KA =FA + reserves + (net errors and omissions + cap account) (8)

The FA in turn comprises net borrowing (B) plus net FDI plus net
portfolio investment:

FA =B + FDI + portfolio )

Mlustratively, Table 4 shows that, for the financial year 2017/18, the
CA deficit plumbed -USD18.1 billion, amounting to —5.8 percent of GDP.
This was based on a trade deficit in goods and services of “-USD3.6 billion; a
deficit in asset income, called a balance in primary income, of -USD5.3
billion; and a surplus in remittance income, called a balance on secondary
income, of USD2 .4 billion.

This CA deficit of USD18.1 billion had to be paid for in 2017/18.
Table 5 shows that it was paid for largely by running down reserves by —
USD6.1 billion, net borrowing from abroad of USD7.3 billion, and net FDI
inflows of USD2.8 billion, plus net portfolio inflows of USD2.3 billion. The
pattern of CA deficits from 1990 to 2018 has been observed to be small
deficits till 2000, four years of surpluses till 2004, followed by much larger
deficits to date. Table 5 shows that, till 2004, net FDI was largely under USD1
billion or negative. Net portfolio was also largely under USD1 billion over
this period, often much smaller. After 2004, net FDI has been consistently
positive and ranging between USD1 billion and USD5 billion. Net portfolio
has been yoyoing between positive and negative since 2004, ranging up to
USD3 billion. Given this small size of FDI and portfolio, relative to the KA
needed to match the CA deficits, that has had to be met by borrowing from
abroad and running down reserves.

As the CA deficits have mounted over time, borrowing and running
down reserves have mounted with them. During the lower deficits of the
1990s, borrowing ranged up to USD3 billion. The CA surpluses of 2000 to
2004 actually saw repayment of borrowing for seven years around that
period. Since then, borrowing has mounted to USD5 billion and then USD7
billion over the last three years. Reserves again were largely added to more
regularly from 1990 till after the surpluses of 2000-04. After that, reserves
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have been run down more often, mounting to losses of more than USD8
billion over the last two years.

Table 5: Decomposition of the KA (USD million)

Year CA Net Net FDI Net Financial Change in Neterrors Capital
deficit  borrowing portfolio account reserves and account
and omissions balance
related
items
(D- A) (B) ©  (D=A+B+ (B Q) ©)
E+F+G) C)
1990 1,353 1,490 204 81 1,775 377 -45 0
1991 1,558 1,307 239 84 1,630 6 -66 0
1992 1,049 598 343 272 1,213 130 -34 0
1993 3,327 2,132 310 270 2,712 -589 26 0
1994 1,651 2,458 360 339 3,157 1,585 79 0
1995 2,163 757 445 1,274 2,476 238 -75 0
1996 4,348 2,703 1,106 159 3,968 -431 -51 0
1997 3,557 1,082 700 677 2,459 -1,032 66 0
1998 1,701 355 572 34 961 -306 434 0
1999 2,235 -2,469 428 142 -1,899 824 992 3,966
2000 217 -4,101 473 -549 -4,177 72 500 3,966
2001 -326 -788 286 -140 -642 1,001 625 692
2002 -2,833 -1,100 484 -491 -1,107 2,792 928 138
2003 -4,070 -1,019 771 -239 -487 5,239 523 1,133
2004 -1,811 -2,431 906 314 -1,211 904 222 82
2005 1,534 -1,516 1,459 620 563 -293 -7 685
2006 4,990 1,037 3,450 986 5473 977 253 241
2007 6,878 1,663 5,026 3,283 9,972 3,577 179 304
2008 13,874 2,764 5,335 32 8,131 -5,365 257 121
2009 9,261 3,010 3,695 -1,073 5,632 -3,056 118 455
2010 3,946 3,087 2,075 -65 5,097 1,266 -60 175
2011 -214 172 1,591 338 2,101 2,492 16 161
2012 4,658 680 744 -144 1,280 -3,275 -80 183
2013 2,496 -735 1,258 26 549 -1,992 -309 264
2014 3,132 1,221 1,572 2,762 5,555 3,858 -422 1,857
2015 2,791 2,271 915 1,884 5,070 2,646 -8 375
2016 4,867 4,933 2,286 -429 6,790 2,652 456 273
2017 12,621 7,785 2,663 -250 10,198 -1,946 102 375
2018 18,130 7,279 2,760 2,259 12,298 -6,118 -662 376

Source: Authors’ calculations, based on data from the State Bank of Pakistan.
4.2. Depreciation Has Been the Panacea

Over this period from 1990 to 2018, the run of CA deficits has been
countered by the price policy of depreciation. Table 3 and Figure 2 show that
the rupee has depreciated from PKR 22 to the US dollar in 1990, to PKR110
by 2018. Between mid-2018 and mid-2019 alone, the rupee further slumped
to PKR160 to the US dollar. Figure 2 shows that the only plateau in this
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depreciation occurred between 2002 and 2007, which is wrapped around the
four years that the CA was in surplus. The rupee’s depreciation peaked at
PKR61 to the US dollar in 2002. From 2002 to 2004, the CA posted the only
large surpluses ever, of USD2 billion to USD4 billion. During this period, the
rupee appreciated marginally to PKR58 to the US dollar by 2004, after which
the rupee began depreciating again, to reach PKR61 to the US dollar by 2007.

Figure 2: Exchange rate trend (USD to PKR)
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Source: Authors’ calculations, based on data from the State Bank of Pakistan.

Thus, the pattern has been one of sharp depreciation of the rupee—
183 percent between 1990 and 2002—with a hiatus and plateau between 2002
and 2004, down to 165 percent, when the CA ran a surplus. Subsequently,
depreciation resumed at an even higher rate—to 406 percent by 2018.

Our theoretical argument is that such a policy of depreciation may
or may not work on the CA side of the equation to bring about a price-led
equilibrium between exports and imports. However, on the KA side of the
equation, such a price-led policy of depreciation will certainly not bring
about the equilibrium of the exchange rate. The argument is that a policy of
depreciation will, in turn, generate expectations in agents of further
depreciation—dubbed here depreciationary expectations, analogous to
inflationary expectations. These depreciationary expectations will be
triggered by the initial depreciation, causing a drop in domestic profitability
vis-a-vis foreign profitability. This will cause net outflows to increase, to
benefit from the relative increase in foreign profitability.

As net outflows increase on the KA side of the equation, this will
reduce demand for domestic assets relative to the demand for foreign assets
on the CA side, lowering domestic price levels and, in turn, depreciating the
exchange rate further. The downward spiral is caused by an initial
depreciation, resulting in relatively lower domestic profitability and thus an
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increase in net outflows, lower demand for domestic assets, and lower
domestic prices, thereby depreciating the exchange rate further; this spiral
will not allow an equilibrium of the exchange rate. Thus, a purely price-led
policy of depreciation will, on its own, ceteris paribus, give rise to pernicious
depreciationary expectations on the KA side of the BOP equation and not
allow an equilibrium of the exchange rate.

This theory of depreciationary expectations now needs to be tested
for Pakistan’s data.

4.3. Depreciation and Outflows

Hypothesis 1: Depreciationary expectations will be indicated by the long-
run trend of depreciation of the exchange rate being positively correlated with capital
outflows from Pakistan.

Hla: This applies to a narrower definition of outflows, comprising
domestic net total outflows for investment from the KA, plus the balance on
primary income from the CA side, the argument being that both pressure—
and so weaken—the exchange rate.

H1b: This applies to the broader definition of outflows, comprising
the narrower definition of outflows plus RFCAs. The argument is that
RFCAs are maintained not just for investment motives, but also for
precautionary motives and store of value. Therefore, outflows are now
considered to be motivated by speculation, precaution, and store of value.
However, the net result expected of these outflows for all three purposes is
to pressure and weaken the exchange rate.

Figure 3: Depreciation with total net outflows (USD million)
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Source: Authors’ calculations, based on data from the State Bank of Pakistan.
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Table 2 and Figure 3 present the estimated series for the narrower
definition of outflows, called total net outflows. This comprises the
estimated net outflows from the KA side, plus net outflows of primary
income from the CA side. Figure 3 shows that total net outflows have clearly
increased on trend, from about USD1 billion in 1990, to peak at USD6 billion
by 2017. There have been only two troughs in the outflows: (i) over 2003-05,
when depreciation also plateaued; and (ii) over 2009-11, when depreciation
continued. There appears to be only one episode of depreciation and
outflows running contra-trend, against the expectation of the theoretical
argument. Otherwise, depreciation and outflows move together positively,
as expected in HI.

Figure 3 shows a strong positive correlation, with 87 percent of the
variation in outflows explained by the variation in depreciation. The p-value
shows the correlation to be highly significant, confirming Hla for the
narrower definition of outflows. The broader definition of outflows
comprises the narrower definition plus RFCAs. Table 3 and Figure 4 present
the series for this data.

Figure 4: Depreciation with RFCA (USD million)
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Source: Authors’ calculations, based on data from the State Bank of Pakistan.

RFCAs were legally instituted in 1973, but with a fee charged for
maintenance. Table 3 shows them to be negligible in volume till 1992 when
the fee was removed. These RFCAs boomed till 1997 when the regime was
confronted by peaking CA deficits, requiring unprecedented levels of
foreign borrowing of USD4 billion a year as Table 5 shows, and the first
major rundown of reserves of USD1 billion. In 1998, the regime finished off
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convertibility by freezing RFCAs, allowing only rupee withdrawals, with a
host of administrative permissions and fees instituted for customers who
wished to continue.

Table 3 shows that this government seizure of RFCA forex drove
down their volume from a peak of USD6.5 billion in 1998 to USD2 billion for
the next few years. The government allowed new RFCAs to be opened with
restored convertibility, but it took several years for the disincentive of the
1998 freeze and seizure of forex to wear off. Since 2004, however, the volume
in RFCAs has mounted to a high of USD7.5 billion by 2018. Our argument is
that these RFCAs also constitute an increase in demand for forex and,
therefore, a reduction in demand for rupees, which weakens the rupee.
Accordingly, RFCAs should count as outflows. The hypothesis is that this
broader definition of outflows is expected to be correlated with depreciation.

Figure 4 shows that RFCAs on their own have moved together with
depreciation. With depreciation, agents will hedge against the rupee,
especially for store of value. There is a strong positive correlation, with 71
percent of the variation in RFCAs being explained by the variation in
depreciation. The correlation has a highly significant p-value. Table 3 and
Figure 5 add RFCAs to total net outflows for the broader definition of
outflows. These are seen in Table 3 to mount up from USDO0.6 billion in 1990
to USD13 billion by 2018.

Figure 5: Depreciation with sum of total net outflows and RFCA (USD
million)
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Figure 5 shows that this wider definition of outflows and
depreciation move together. There is a strong positive correlation, with 85
percent of the variation in the broader definition of outflows being
explained by the variation in depreciation. The correlation has a highly
significant p-value.

4.4. Depreciation Does Not Lead to an Equilibrium Exchange Rate

H2: In a price-led equilibrium model, depreciation of the exchange rate will
not find equilibrium. Equilibrium implies some cyclicality of the exchange rate or at
least some stationarity after downfalls. In Pakistan’s case, lack of equilibrium will
lead to a long-run secular decline in the exchange rate over time.

The ideal observation of price equilibrium is the cobweb theorem,
where the price oscillates around a particular value. However, to depict a
drop in price, leading to equilibrium between supply and demand, a better
characterization would be stationarity after a fall—an L curve. Or, if we are
depicting depreciation as an increase in the rupees needed per, say, US
dollar, as we are here, then stationarity should describe a p curve—an
increase in the number of rupees per USD, followed by stationarity or
cyclicality around a new equilibrium value. Even if periodic depreciation is
needed to obtain a cycle of disequilibrium and equilibrium, followed by
another cycle of disequilibrium and equilibrium, then we should be able to
observe periodic p curves.

Alternatively, if periodic depreciation is not leading to periodic
equilibrium, then we should observe a secular depreciation over time,
according to H2. What Figure 2 shows is a secular depreciation of the rupee
against the US dollar over the very long period of 28 years, from 1990 to 2018.
This decline is interrupted by one stationarity between 2002 and 2004, when
the rupee appreciated from PKR61 to PKR57 against the US dollar, before
depreciating again from 2005 onward. Surely, price policy to generate
equilibrium is not meant to act over decades, allowing the 2002-to-2004
stationarity, or p, to be interpreted as oscillation around one equilibrium in
38 years. Rather, the interpretation of Figure 2 should be as a secular
depreciation over the very long run of 38 years, with no periodic oscillations
or p curves around periodic equilibriums. This lack of observation of
periodic oscillations or p curves, as evidence of lack of periodic equilibriums,
confirms H2—that a price-led equilibrium model does not allow
depreciation of the exchange rate to find an equilibrium value.
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Another test of whether depreciation can even theoretically lead to
equilibrium of the exchange rate in Pakistan’s case is afforded by observing
whether depreciation leads to a reduction in the CA deficit. This should be
the case according to textbook equation (7), where net exports are a negative
function of the exchange rate. If depreciation does tend to lower the CA
deficit, then we are, in theory, moving toward an equilibrium value of the
exchange rate. If depreciation does not tend to lower the CA deficit, then we
are not even headed toward finding an equilibrium value of the exchange
rate.

Figure 6 plots the increasing value of the depreciation index, with the
clear upward trend well observed by now. It also plots the CA, which shows
a long-run downward trend over 38 years from 1990 to 2018. In the long run,
even a gradual depreciation of the exchange rate has not lowered the CA
deficit.

Figure 6: Depreciation with CA (USD million)
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Source: Authors’ calculations, based on data from the State Bank of Pakistan.

The only years for which depreciation plateaued, 2002 to 2004, was
when the CA was also briefly in surplus in these 38 years. Apart from those
four years, depreciation has not reduced the CA deficit between 1990 and
2018. This further supports the theory we have put forward of the pernicious
nature of depreciationary expectations: that an initial depreciation of the
exchange rate will lead to expectations of further depreciation. The trigger
for these deflationary expectations is the loss in domestic profitability
relative to foreign profitability, and increasing capital outflows to take
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advantage of relatively higher profits abroad. These outflows have been
observed above to be well correlated to depreciation.

The outflows raise the demand for foreign assets, lowering the
demand for domestic assets, inducing in turn further depreciation. This
implies a vicious cycle of depreciation, relatively lower domestic
profitability, increased outflows, and lower demand for domestic assets,
resulting in further depreciation. This further implies that a price-led policy
of depreciation will not result in equilibrium of the exchange rate.

We observe empirically evidence of the beginning and end processes
of this lack of equilibrium. We observe depreciation leading to capital
outflows, but discern no periodic stationarity or p curves, as evidence of
periodic equilibrium. Ergo, the study so far supports the theory put forward
of deflationary expectations preventing a price-led equilibrium in the
exchange rate. We now need evidence of the major causal factor triggering
the outflows, which is the depreciation-led fall in domestic profitability
relative to foreign profitability. This should imply that outflows of capital
reduce domestic investment and is tested next.

4.5. Depreciation Will Lead to Capital Outflows, Reducing the Share of
Investment in GDP

H3: Depreciationary expectations will increase capital outflows from
Pakistan, which in turn will reduce domestic investment in Pakistan. Hence the
long-run trend of depreciation will be negatively correlated with the share of private
investment in Pakistan .4

Expectations of depreciation by private agents—investors—can be
expected to lead to increased capital outtflows, to take advantage of increased
profitability abroad compared to profitability in Pakistan. These increased
outflows have been well observed to be correlated with increased
depreciation, nor do depreciationary expectations allow an equilibrium in
the exchange rate. Again, this has been well observed above. Increased
capital outflows, comprising both domestic capital as well as repatriation of
asset incomes earned by foreigners—both of which could have been
invested in Pakistan—implies that the rate of domestic investment could
drop in the long run. This underscores the expectation in H4, that

4 The mechanism works through the availability of foreign exchange. Domestic banks can always provide
credit even in the absence of savings, which means obtaining foreign saving, i.e., foreign borrowing.
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depreciation will be negatively correlated with the share of private
investment in Pakistan.

Table 3 and Figure 7 give the share of gross private investment in GDP
from 1990 to 2018. Figure 7 shows a clear downward trend in the investment
share, from 20 percent in 1990 to about 16 percent by 2018, while depreciation
has been increasing on trend over this period. This gives a strong negative
correlation between the investment share and depreciation. About 59 percent
of the variation in the share of investment in GDP is explained by the variation
in depreciation. The p-value is highly significant.

Depreciation cannot be the definitive and comprehensive causal
factor for the declining long-run trend in the investment share. Figure 7 does
not portray itself as the long-run investment function for the country.
Obviously, a number of other factors have to be used to explain the declining
investment share. However, the contribution of depreciation to the declining
investment share is significant.

Figure 7: Depreciation with gross total investment as a percentage of
GDP
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Source: Authors’ calculations, based on data from the State Bank of Pakistan.

The period 2002-07 is particularly illustrative of the observed
negative correlation between the investment share and depreciation. This is
the only period in Figure 7 when depreciation plateaus or lowers. It is also
the only period when the investment share surges to 22 percent, contra the
long-run declining trend. This is good evidence in support of our argument



Pakistan's Balance of Payments Crisis 81

that the relative stability in the exchange rate over this period reduced
expectations of further depreciation. This kept domestic profitability relative
to foreign profitability constant, inspiring a surge in domestic investment.

4.6. Depreciation Will Lead to Capital Outflows, Reducing the Share of
Savings in GDP

H4: Deflationary expectations will increase capital outflows from Pakistan, which
in turn will reduce domestic savings in Pakistan. Hence, the long-run trend of
depreciation will be negatively correlated with the share of private savings in
Pakistan.

Underlying the declining share in private investment should be a
declining share in private savings. Depreciation, followed by expectations
of further deflation by private agents, can be expected to lead to capital
outflows to invest domestic savings abroad, to benefit from the relative
increase in profitability abroad compared to Pakistan. We have used two
definitions of capital outflows. A narrower definition comprises just
domestic outflows for investment, plus repatriation of foreign asset
income. A broader definition adds to the narrower definition of capital
outflows, RFCAs held in Pakistan, the argument being that both the
narrower definition of capital outflows and the RFCAs pressure and
weaken the exchange rate.

The motive for RFCAs was taken to be not speculative, but instead
store of value and precaution. Thus, the addition of these two motives to the
motive of speculation adds, of course, to the quantum estimation of capital
outflows. However, the additional motives of store of value, precaution, and
consumption, should raise consumption and lower savings. Therefore, the
broader definition of capital outflows, because of its added motives of store
of value and consumption, by raising the consumption share should have a
greater impact on the savings share. That is, depreciation should have not
only a negative impact on the savings share, but it should also be stronger
than its impact on the investment share.

Table 3 and Figure 8 show the series for savings as a share of GDP
from 1990 to 2018. The figure plots savings falling clearly on trend, from 17
percent of GDP in 1992 to 8 percent of GDP by 2018. With the well-observed
increasing trend in the quantum of depreciation, this gives a strong negative
correlation with the savings share. More than two thirds of the variation in
the savings share is explained by the variation in depreciation.
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The correlation for the savings share is stronger than the correlation
for the investment share. The caveat for the investment result must be
repeated for the savings result. Figure 8 cannot be a comprehensive savings
function, which comprises other key macro aggregates. However, it is
indicative of the impact of depreciation as a contributory factor explaining
the declining trend in the savings share. Again, illustratively, as for the
investment correlation, the period of plateauing in depreciation between
2002 and 2007 also shows a corresponding bump-up in the savings share,
contra the declining long-run trend.

Figure 8: Depreciation with domestic savings as a percentage of GDP
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Source: Authors’ calculations, based on data from the State Bank of Pakistan.
5. Conclusions for Policy

This section concludes our paper with several key policy
implications.
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5.1. The Theory of Depreciationary Expectations

We have some statistical evidence to support the proposed theory of
depreciationary expectations operating in Pakistan, observed over the long-
run period of 1990 to 2018. The theory of depreciationary expectations put
forward in this article argues that a significant and protracted CA deficit will
not be closed through a purely price-based policy instrument of depreciation
of the exchange rate. This is because such a price solution (depreciation of
the exchange rate) is meant to operate on the CA by lowering the price of
exports, raising their volume, while increasing the price of imports, but
lowering their volume, thus reducing the CA deficit.

This is a partial equilibrium analysis, focusing solely on the CA side
of the equation, whereas the BOP deficit on the left-hand side has to be paid
f